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Chapter 1

Introduction

This manuscript is aimed at demonstrating that my qualifications meet the standard re-
quirement to be warded the “Habilitation & diriger des recherches” degree at the Université Paul
Sabatier. This manuscript is not a PhD style manuscript and focusses more on my abilities
to define a research strategy, derive innovative approach and lead a coherent research program
over time and my abilities to educate the next generation of researchers.

In the next chapters, I detail my research activities and my career achievements. The document
is therefore structured as followed:

— In Chap. [2| I give an overview of my research activities and their impact. 1 give details
and my supervisory and teaching activities. Finally, I give an overview of my professional
and administrative services. This chapter aims at quickly demonstrating that I meet
all the necessary criteria to be awarded the Habilitation degrees without overflowing the
reader with too much details.

— In Chap. 3] I present an extended summary of two of my principal research activities in the
field of complex (dusty) plasma physics. After an introduction to the essential concepts
of complex plasmas physics used in my research activities (Section , I summarize the
most important results obtained since I defended my PhD. In addition to the discussion of
the most relevant scientific results, I also acknowledge the main collaborators (especially
the graduate students and postdoctoral fellows). In Sec. , I present the main results of
the studies on nanoparticle growth in unmagnetised and magnetised plasmas. In Sec.[3.3]
I present the main results on the studies of waves and instabilities in two-dimensional
(2D) complex plasma crystals. Secs. and each end with a copy of the five main
publication of the considered research activities.

— In Chap. 4] I detailed my current and future research project for 5 years to come. The
research projects are designed to be achievable at both the Plasma Physics Laboratory
at the University of Saskatchewan, Canada ( where I am currently on secondment on a
Professor position in the department of Physics and Engineering Physics) and the PIIM
laboratory at Aix-Marseille Université where I wish to be reaffected at the end of my
secondment (July 2024).

— In App. [A] I provide a detailed copy of my CV containing a list of my 10 most important
publications since 2009.

— In App. [B] I provide a list of all my publications in peer-reviewed scientific journals since
the beginning of my research career. I also list all the presentations (invited, oral and
posters) me or the students I supervise(d) gave at national and international conferences
and workshops. T also provide a list of invited seminar I gave at Canadian and US
universities

This manuscript hopefully shows that, since my recruitment at CNRS in 2011, T have proven
my abilities in all the key areas of research, student supervision, teaching, administration and



public services in different academic and professional bodies and that I meet the standards to be
granted the “Habilitation a diriger des recherches” degree. My performances were acknowledged
by CNRS in different annual evaluations and by the University of Saskatchewan that promoted
me to the rank of Full Professor.



Chapter 2

Career Overview

In this chapter, I provide an overview of my research activities, my research funds and my
collaborations. Then I follow with on discussion on the reception and impact of my research.
Then, I detail my supervisory and teaching activities. I conclude with an overview of my
professional and administrative services.

2.1 Overview of research activities

In this section I give a short review of my five current research axis. The two first axis are
the core of my research activities and the associated main results are detailed in Chap. [3]

1. Dust particle growth and dynamics in plasmas:

I have investigated with my collaborators (including several graduate students) at Aix-
Marseille université (AMU), France, at Auburn University, Alabama, USA, and more
recently at the University of Toulouse, France, the growth and the dynamics of nanopar-
ticles (NP) in low pressure gas discharges [direct-current (dc) glow discharges, dc mag-
netron discharges, moderately magnetized microwave discharges, and highly magnetised
capacitivelly-coupled radio-frequency (cc-rf) discharges).

The growth of a tungsten (W) NP cloud by cathode sputtering in a low pressure argon
dc glow discharge was investigated [Publications 32, 35, 40, 41, 18 in App. . Through
interactions with the ambient plasma, NP acquire a net (usually negative) charge resulting
in their dynamics being linked to the evolution of the discharge parameters. Tungsten
NP growth by successive agglomerations was evidenced and connected to the evolution
of discharge voltage, electron density, and optical emission intensities of the different
species present in the discharge. Real-time analyses of the dust particle size and number
concentration were performed in-situ by light extinction spectrometry [Publications 32,
35 in App. : the studies revealed the complex dynamics of the growing NP cloud and
clearly evidenced the agglomeration phase followed by the appearance of new generation
of NP.

More recently, with my collaborator at AMU (including a graduate student), metal NP
growth in a dc magnetron discharge was investigated [Publications 3, 8, 16 in App. .
This dc magnetron discharge assembly resembles a classic dc glow discharge assembly with
the addition of permanent magnet behind the cathode to increase the plasma density and
the sputtering rate. We found that tungsten NP are of core-shell type with a monocrystal
mainly in the metastable beta-tungsten phase, and tungsten-oxide shell [Publications 16 in
App. B.1]. Grown NP in the magnetron discharge were much smaller than the NP grown
in a dc glow discharge due to the significant influence of the sputtered tungsten atoms on
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the plasma parameters (lower electron temperature, enhanced plasma density; see peer-
reviewed conference publication 3 in App. . Additional studies using an aluminium
cathode have confirmed the influence of sputtered metal atoms on the magnetron plasma
properties [Publications 8 in App. B.]].

With my collaborators at Auburn University (USA), we performed experiments on NP
growth and dynamics in highly magnetised (up to 2.5 T) cc-rf discharges using the MDPX
facility. In a dedicated cc-rf discharge that I designed and built, we have shown that
the NP size and structure are strongly affected by the magnetic field intensity. These
results open the door a new approach for controllable NP synthesis [Publications 15,
19 in App. . Complementary experimental and theoretical studies have shown that
the magnetic field intensity also as a strong influence on the discharge conditions that
can be directly associated with a change of the NP growth conditions (weakening of the
confining electric fields, plasma filamentation, modifications of the electron temperature)

[Publications 11, 15 in App. [B.1].
This research activity is detailed in Section [3.2]

. Wave and instabilities in complex plasma crystals:

In laboratory a cc-rf discharge, it is possible to create a monolayer of calibrated micron-
sized microparticles levitating in the sheath above the electrode where the electric force
can balance gravity. By tuning the discharge conditions, the monolayer can crystallise
and create a so-called 2D complex plasma crystal. Because microparticles are easily im-
aged, 2D complex plasma crystals are natural model systems for studies of fundamental
processes occurring in classical 2D solids at the “atomic” level (wave propagation, disloca-
tion, phase transition, see Ref. [1] and references therein). As the microparticles levitate
in the sheath, they are also subject to an intense ion flow coming from the bulk plasma.
The trajectories of the ions are modified by the negatively charged microparticles and an
ion wake field is formed downstream of each particle. These ion wake fields render the
microparticle-microparticle interactions non-reciprocal leading to some plasma-specific
phenomena.

With my collaborators (including several graduate students) at Max-Planck Institute
for extraterrestrial physics and DLR (Germany) and Bauman Moscow State Technical
University (Russia), we have demonstrated theoretically and experimentally that the
ion wakes are at the origin of the plasma-specific mode-coupling instability (MCI) in
2D complex plasma crystals [Publications 5, 20, 21, 23, 28, 31, 37, 38, 42-44, 51, 55,
59 in App. . In 2D complex plasma crystals, there are three wave modes, two in-
plane modes (compression and shear) and an out-of-plane (OoP) mode with an optical
dispersion relation due to the finite strength of the vertical confinement. When the
OoP mode crosses the compression in-plane mode, a resonant coupling occurs due to the
non-reciprocal particle-wake interactions leading to the formation of an unstable hybrid
mode that triggers a synchronisation of the microparticles’ oscillations at the hybrid
mode frequency. Due to MCI, energy is transferred from the ion flow to the crystal
and the kinetic energy of the microparticles rapidly increases, leading to the melting of
the crystal [Publications 20, 21, 23, 28, 44, 51, 55 in App. . Note that propagation
of the melting front occurs because MCI also exist when the monolayer is in the fluid
state [2]. We have shown that the kinetics of MCI-induced melting is similar to flame
propagation in ordinary reactive matter [Publications 23, 28 in App. and is therefore
a useful model system to study thermoacoustic instability at the kinetic (particle) level
[Publications 21 in App. . Since a fluid monolayer is always experiencing MCI, there
exists experimental parameters for which both stable crystalline and fluid monolayer can



exist [Publications 5 in App.|B.1]. In an experiment in collaboration with DLR, we clearly
demonstrated its is possible to trigger an “explosive” melting of the 2D complex plasma
crystal as observed in ordinary reactive matter [Publications 23 in App. [B.1].

This research activity is detailed in Section [3.3]

. Thermodynamics of strongly coupled systems:

With my collaborators at DLR, Germany and IHED, Russia, we have studied the ther-
modynamics properties of strongly coupled systems (Yukawa and repulsive Inverse power
law (IPL) systems) [Publications 10, 24, 29, 33, 36 in App. B.1]. The thermodynamics of
Yukawa fluids at different coupling strength in 2D and 3D was explored. We have shown
that the thermal component of the excess internal energy at weak coupling exhibits a scal-
ing pertinent to the corresponding one-component-plasma limit providing a simple and
accurate practical tool to estimate thermodynamic properties of weakly screened Yukawa
fluids [Publications 36 in App. . At strong coupling the quasi-localized charge approxi-
mations (QLCA) method (also called quasi-crystalline approximation (QCA)) can be used
to calculate the dispersion relations in strongly coupled Yukawa fluids [Publications 33 in
App. . In classical fluid systems of particles with repulsive IPL interactions near the
fluid-solid coexistence and IPL exponent varied from n = 10 to n = 100 (transition from
moderately soft to hard-sphere-like interactions) we found that QCA becomes grossly
inaccurate for n > 20 [Publications 29 in App. . Additionally, we found that conven-
tional expressions for high-frequency (instantaneous) elastic moduli which divergence as
n increases, are meaningless in this regime. We also compared different theoretical ap-
proaches to describe the dispersion of collective modes in Yukawa fluids at relatively weak
coupling (kinetic and potential contributions to the dispersion relation compete with each
other) [Publications 10 in App. [B.I]. A thorough comparison with molecular dynamics
simulation showed that in this regime, the best description is provided by the sum of the
generalized excess bulk modulus and the Bohm-Gross kinetic term.

. Experimental investigation of plasma enhanced ion implantation system:

Since I started my secondment at the University of Saskatchewan (USask), I have started
a research activity on the diagnostics of plasma enhanced ion implantation (PIII) system.
For this project, I have recruited a PhD student (defence scheduled early 2023) and a MSc
student (thesis defended in December 2019) to work on Langmuir probe diagnostics and
laser induced fluorescence diagnostics of the USask PIIT system. We have investigated the
nature of the perturbations induced by a high-voltage pulse applied to a target immersed
in an argon plasma on the plasma parameters and their link to operating conditions
(mainly power and pressure) of the inductively coupled radio frequency argon discharge
[Publications 6 in App. . We have observed fluctuations in electron density , temper-
ature , and plasma potential that propagate deep in the plasma and well after the end
of the high voltage pulse. We showed that perturbations are significantly dampened at
high rf power and close to the RF coil. Perturbation amplitudes are also higher for target
materials with large secondary electron yield. Laser induced fluorescence measurement
are currently on the way to complement the Langmuir probe studies.

. Dust in fusion devices:

This research area was originally the motivation behind NP growth studies in plasma.
In fusion devices, plasma-wall interactions lead to the creation and mobilization of dust



that will be a major issue for future fusion devices |[Publications 30 in App. . Indeed,
because of interactions with the plasma, dust undergoes erosion and releases impurities
that can reduce fusion reactor performances, stability and safety. Thus with my collabo-
rator at CEA, France (including one graduate student), and at AMU, we have study the
influence of magnetic fields on dust charge in fusion relevant conditions [Publications 26
in App. [B.1]. We have also investigated the Space-Charge Limited (SCL) regime on the
collection of charged species by dust, especially the formation of a virtual cathode [Publi-
cations 22 in App. . Since I started my secondment at the University of Saskatchewan,
I am interested in studying dust transport in the STOR-M tokamak operating at USask.
For that purpose, a graduate student (MSc thesis defended in 2020, registered as a PhD
student since 2021) has been recruited to build and characterized a calibrated tungsten
dust dispenser [Publications 4 in App. . Dust injection experiments in the STOR-M
tokamak will start soon. In addition, this student is also participating to the analysis of
the plasma facing components exposed to the plasma of the WEST tokamak (collabora-
tion with IRFM, CEA, Cadarache and AMU)

2.1.1 Research funds

My research program at the University of Saskatchewan is currently supported by a NSERC
Discovery Grant entitled “Sheath and dust particle transport in plasmas (C$34,000/year for the
period 2019-2024. This grant allows me to support a couple of graduate students as well as
looking after the current experimental devices.

A MITACS Accelerate grant (co-applicants: Profs. Bradley, Smolyakov and Xiao from the
Plasma Physics Laboratory at the University of Saskatchewan) currently supports a research
project in collaboration with the private company Fuse Energy Technologies Inc.,Napierville,
Quebec. The awarded amount of C$533k for three years (2021/09 -2024/08) aims at financing
the stipends of seven graduate students, two of them whom I directly supervise.

As a new faculty member, I was awarded a grant from the New Faculty Graduate Student
Support Program to fund one graduate student. The grant is used to fund the PhD scholar-
ship of Mr Nathan Nelson currently on dust transport in the STOR-M tokamak (total amoun
awarded C$ 20k).

When I started my secondment at USask in 2018, I was awarded C$ 135k from the Faculty,
Recruitment and Retention Program of the University of Saskatchewan as well as an extra
C$ 7,200.00 from the University President’s NSERC Fund. This starting have allowed my to
recruit immediately a few graduate students and buy the necessary equipment to build a laser
induced fluorescence system and a new cc-rf discharge dedicated to the study of 2D complex
plasma crystals.

In 2013-2014, I was awarded PHC PROCOPE grant for the Project 28444XH, “2D com-
plex plasmas: Mode coupling and interparticle interactions” (funding agencies: Ministére de
I'Europe et des Affaires étrangéres/Ministére de 'Enseignement supérieur, de la Recherche et
de I'Innovation (MESRI)/Deutscher Akademischer Austausch Dienst). The co-applicant was
Dr. A. Ivlev from Max Planck Institute for extraterrestrial Physics, Garching b. Miinchen
(Allemagne). We were awarded € 5,4k to support visit in the respective co-applicants institu-
tions.

2.1.2 Collaborations avec des partenaires académiques

My collaborations are all listed in my CV (see App. [A]). T list here the collaborations the
most relevant to my current research projects.:
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— Dr R. Clergereaux (LAPLACE laboratory, UMR CNRS/Université Paul Sabatier) on
nanoparticles growth in magnetized microwave plasmas.

— IRFM/CEA Cadarache (Dr C. Grisolia and Dr E. Bernard) on dust and plasma wall
interactions in the WEST tokamak. This collaboration has led to a six months visit of
PhD student, N. Nelson, (shared visit to PIIM laboratory, see below) to work on the
characterisation of plasma facing components exposed to the WEST tokamak plasmas.

— Collaborations with Prof. A. Smolyakov (University of Saskatchewan, Canada) on numer-
ical studies of instabilities in magnetised and unmagnetised plasmas. This collaboration
is particularly helpful for the research project of PhD student J. H. Mun (international
Cotutelle, USask/Aix-Marseille Université)

— Collaboration with PIIM laboratory (UMR 7345, CNRS/Aix-Marseille Université (France))
on impurity transport in plasmas and dusty plasmas (Dr C. Arnas, Prof. O. Agulo, Prof.
M. Muraglia) and on plasma-surface interactions (Prof. C. Martin and Prof. G. Cartry).
I currently co-supervise a PhD student (J.H. Mun) enrolled in a cotutelle program at
AMU and USask. This collaboration is also useful to PhD student N. Nelson who works
with Prof. Martin on the characterisation of the WET plasma facing components.

— Collaborations with Prof. E. Thomas Jr. (Auburn University, Alabama, USA) on
nanoparticle growth in highly magnetized chemically active plasmas. Prof. Thomas is
the principal investigator at the MDPX facility at Auburn University. This collaboration
is extremely important to my still relatively new research axis: nanoparticle growth in
magnetised plasmas.

— My research activities on complex plasma crystals and strongly coupled systems have lead
to many collaboration: Prof. S. Yurchenko (Bauman Moscow State Technical University,
Russia), V. Nosenko, S. Zhdanov, S. Khrapak and H. Thomas (DLR (German Space
Agency), Oberpfaffenhoffen, Allemagne), A. Ivlev (Max-Planck-Institute for extraterres-
trial physics, Garching b. Muenchen, Germany) , E. Thomas Jr. (Auburn University,
Alabama, USA), J. Williams (Wittenberg University, Springfield, Ohio, USA) and L.
Matthews (Baylor University, Texas, USA). I regularly visit these institutions for short
visit for experimental campaigns and /or work on articles. These collaborations have also
given me the opportunity to interact with many graduate students.

2.2 Reception and impact of my research

My research results are regularly cited. According to ISI Web of Science in November 2022,
my articles published in peer-reviewed journals have been cited more than 940 times (Excluding
auto-citations) with an average of ~14 citations per published article. My most cited article,
published in Physical Review Letters, has been cited more than 115 times (more than 150 times
according to Google Scholar).

My research activities on waves and instabilities in two-dimensional complex plasma crystals
are recognised at an international level. My results on the mode-coupling instability and the
melting of 2D complex plasma crystals have been noticed by my peers and the have allowed my
to be invited to give a few invited oral presentation at International Conferences such as the
European Physical Society conference on Plasma Physics in 2022, the International Conference
on Phenomena in Ionized Gases in 2017 and the International Congress on the Physics of
Plasmas in 2016. In August 2018, I have been invited to give an oral presentation at the 15
Asia-Pacific Conference on Plasma and Terahertz Science for which T won the prize for the
best oral presentation. In 2011, my invited presentation 6" International Conference on the
Physics of Dusty Plasmas won young scientist best oral presentation. A list of my invited oral
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presentation can be found in my CV (see App. . I have been also invited to give numerous
invited seminars on this topic at different universities across Canada and the USA (University
of Alberta, University of Winipeg, University of Manitoba, University of Montreal, University
of Illinois at Urbana-Champain). My expertise in this domain also allowed me to join an
international project lead by Prof. Gregor Morfill and Prof. Stanislav Yurchenko at Bauman
Moscow State University, Russia between in 2015 and 2016.

My expertises in plasma diagnostics, simulation (molecular dynamics and particle in cell)
and on nanoparticle growth and transport in plasmas is equally well received and I regularly
published results in peer-reviewed journals on these subjects with international collaborators.
In 2017, T spent six months as an invited research scholar in the group of Prof. Edward
Thomas at Auburn University, Alabama, USA. During my visit at Auburn University, I built a
new device dedicated to the study of nanoparticle growth in highly magnetised plasma (steady
magnetic fields up to 2.5 T). Since then, I have visited Prof. Thomas’s group on a regular
basis to perform experiments and to work with graduate students and postdocs on this subject.
This collaboration has lead to a few publications and have earned me an invitation to give an
oral presentation at the MagnetUS workshop in June 2022. In addition, I have been awarded
in 2020 a Mourou-Strickland scholarship to spend a month as an invited researcher at the
Laplace laboratory at the University Paul Sabatier, Toulouse, France in the group of Dr Richard
Clergereaux. The scholarship was awarded to do research on nanoparticle growth in moderately
magnetised microwave plasmas. Dr Clergereaux are currently looking for a graduate student
to take over these research.

In June 2019, I was elected Chair of the Division of Plasma Physics (DPP) of the Canadian
Association of Physicists. My term finished in June 2021. This election shows the Canadian
plasm physics community considers me as an active researcher able to assume a leadership
position.

Finally, many funding agencies INSERC (Canada), FRQNT (Québec), ANR (France), DFG
(Allemagne)| recognise my expertise in the field of plasma physics and ask me regularly to
evaluate the merit of grant proposals.

2.2.1 Consequence of the COVID-19 pandemic on my research pro-
gram

From March 2020 to July 2020, the access to the University of Saskatchewan campus was
forbidden. It was then strongly restricted from August 2020 to July 2021. Consequently the
construction of my new experimental device as well as many experimental campaigns have been
delayed. The laser-induce fluorescence experiments and the new plasma source dedicated to
the study of complex plasma crystals have been impacted the most. This unavoidable delays
have had a significant impact on the progress of the projects of my graduate students.

Moreover, a cotutelle PhD student co-supervised by Prof. Gilles Cartry and Porf. Céline
Martin at Aix-Marseille Université has resigned from the PhD program to the stress induced by
the strict lock-down in France. This has virtually paused the collaboration on the interaction
of tungsten surfaces with hydrogen plasmas.

2.3 Supervisory and teaching activities

Since March 2018, T am on secondment at the University of Saskatchewan (Associate Pro-
fessor from March 2018 to June 2022 and promoted to Professor in July 2022). T am affiliated
to the Department of Physics and Engineering Physics and T am one of the four professors of
the Plasma Physics Laboratory.
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In this context, I had the opportunity to lead my own research group and teach physics at
all levels. Since March 2018, my research activities and my teaching activities represent each
~ 40% of my working time.The remaining ~ 20% are devoted to administrative tasks at the
departmental, college and university levels.

In the next sub-sections, I summarise the different supervisory and teaching activities I
had since I was recruited at CNRS in February 2011. The activities that have occurred since
my secondment at USask are marked with an asterisk. My administrative activities will be
described in a following section.

2.3.1 Supervisory activities
PhD thesis supervision

— *2022/01-present:Marilyn Jimenez, subject:“Spectro-tomography of Z-pinch systems”, Uni-
versity of Saskatchewan, Main supervisor. Collaboration with the startup company Fuse
Energy Inc., Napierville, Quebec, Canada.

— *2021/01-present: Nathan Nelson, subject: “Dust transport in the STOR-M tokamak”,
University of Saskatchewan, Co-supervisor. This thesis is linked to one of my main
research axis (Dust transport in tokamaks). The thesis is co-supervised by Prof. X. Xiao,
PT of the STOR-M tokamak. The thesis has triggered a collaboration with IRFM, CEA
Cadarache (Dr. Elodie Bernard) and the PIIM laboratory (Dr Martin et Dr Arnas) on
the characterisation of plasma facing components exposed to the WEST tokamak plasma.

— *2019/09-present:Jung Hern Mun, subjet: “Modelling of a magnetron discharge”, In-
ternational Cotutelle, Aix-Marseille Université (France) and University of Saskatchewan
(Canada), Main supervisor (University of Saskatchewan). Supervisors at Aix-Marseille
Université: Prof. O. Agullo, Dr C. Arnas et Prof. M. Muraglia

— *2018/09-present: Joel Moreno, subject: “Characterisation of an inductively-coupled
plasma immersion ion implantation system”, University of Saskatchewan (Canada), Main
supervisor. Joel has worked on the Langmuir probe characterisation of a PIIT system at
USask. Joel is also in charge of the installation of a laser-induced fluorescence diagnos-
tics to measure the ion velocity distribution function in front of biased target immersed
in a inductively-coupled radio-frequency argon plasma. Mr Moreno is co-supervised by
Prof. M. Bradley, leader of the ion implantation group. Mr Moreno has published two
articles in peer-reviewed journals since the beginning of his PhD [Publications 6 and 8 in
App. B.1]. Mr Moreno will defend his PhD in early 2023.

Master thesis/internship supervision

— *Since March 2018, 5 MSc thesis supervised at the University of Saskatchewan: A. Kho-
daee (2018-2019, “RF-compensated Langmuir Probe Diagnostics of Pulsed Plasma Ion
Implantation System”, co-supervisor); A. Chang (2018-2020, “ICP Enhanced HIPIMS
System Design and Characterisation”, co-supervisor); N. Nelson (2019-2020, “Design and
Characterization of a Dust Injector for Future Studies of Tungsten Dust in the STOR-M
Plasma”, co-supervisor); J. Vanegas (2021—present, “Probe characterisation of a plasma
gun”, collaboration with Fuse Enrgey Inc.); and N. Smith (2021-present, “Experimental
investigation of complex plasma crystals”.

— Between 2013 and 2017, I have supervised two Master 2 internship at Aix-Marseille Uni-
versité: C. Hu (2013, Agglomeration of nanoparticles in plasmas”) and L. Terraz (2016,
“Thermalization of sputtered atoms in a magnetron discharge”). T have co-supervised
two other Master 2 internship: A. Gaith (2015, “Nanoparticle formation in magnetron
discharges”) and A. Chami (2017, “Nanoparticle formation in magnetron discharges”).
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Undergraduate internship supervision

In this section, the student projects are not detailed and I only list the supervised and
co-supervised students. More details can be found in my CV (see App. .

* Since March 2018, T have supervised five undergraduate (Bachelor of Engineering in
Engineering Physics or equivalent) student internship: The students are W. Kozicki (US-
ask), D. Okerstrom (USask), G. Elder (USask), M. D. Au (USask) and J. Pascal (U. Paul
Sabatier). I have co-supervised one undergraduate student internship (1% intership of W.
Kozicki).

In 2016, I have supervised an internship from the I UT Mesure Physique at Aix-Marseille
Université (Z. Samahna).

2.3.2 Teaching activities

Since March 2018, being on secondment at the University of Saskatchewan, teaching activ-
ities have been a regular part of my assignment of duties. From March 208 to February 2020,
it represented ~20% of my working time (~ 20% teaching release for new faculty members).
Since March 2020, teaching activities make up ~40% of my working time (preparation, lectures
and exam marking).

In this section, I list all the classes I have taught since I started at CNRS in February 2011.
More details on my past teaching activities (including before 2011) can be found on my CV

(see App. [A).

* Winters 2022 and 2023: Undergraduate lectures (equivalent L1), “Electromagnetism and
waves for engineers (PHYS 156)”, Physics and Engineering Physics department, University
of Saskatchewan, 4.5h/week (lecture) over 7 weeks. PHYS 156 is a mandatory class for
all starting engineering students at the University of Saskatchewan (it has replaced PHY'S
155 since January 2022). ~ 400 students divided in 12 sections are taking the class each
year. [ was the course coodinator in Winter 2022. I teach the magnetism part to all
sections and coordinated the two other parts.

*Fall 2021, Graduate “Reading course” (doctorate), “Plasma wall interactions in fusion
reactors (PHYS 898)” at the University of Saskatchwan, 1h/week over 12 weeks. The
class consist at evaluating a student presentation/week on a sub-topic of the class on
weekly assigned reading material.

*Winter 2019, 2020 et 2021 Undergraduate lectures (equivalent L1), “Introduction to Elec-
tricity and Magnetism (PHYS 155)”. Physics and Engineering Physics department, Uni-
versity of Saskatchewan, 3h/week (lecture) over 12 weeks. PHYS 155 was a mandatory
class for all starting engineering students at the University of Saskatchewan until 2021.
~ 400 students divided in three sections were taking the class each year. In 2020 and
2021, T was also course coordinator: I taught directly one section and coordinated the
two others.

*Falls 2020 and 2022, Graduate lectures (Master and doctorate), “Statistical Physics
(PHYS 873)”, Physics and Engineering Physics department, University of Saskatchewan,
3h/week (lecture) over 12 weeks. The graduate statistical physics course is one of the care
course of the physics graduate program at USask (along Electrodynamics and Quantum
mechanics) and must be followed by most graduate students. The course is offered every
second year.

*Winter 2021,Graduate “Reading course” (doctorate), “Plasma transport and Plasma di-
agnostics (PHYS 865)” at the University of Saskatchwan, 1h/week over 12 weeks. The
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class consist at evaluating a student presentation/week on a sub-topic of the class on
weekly assigned reading material.

— 2015-2016: laboratories and seminar for graduate students on experimental studies of
complex plasmas at Bauman Moscow State Technical University (BMSTU), Moscow,
Russia (~40h over two years in the framework of an international project on the physics
of complex plasma lead by Prof. G Morfill (Max Planck Institute for Extraterrestrial
Physics) and Prof. S. Yurchenko (BMSTU) (see my CV in App. [A)) for complementary
details).

— 2013-2016: Graduate(Master 2) lectures and laboratories, “Introduction to dusty plasmas
and plasma diagnostics”, Aix-Marseille Université, France, 9h/year. The class was coor-
dinated by Prof. G. Cartry and was a part of the Mater program: Plasma and fusion.

2.4 Professional and administrative services

2.4.1 Research facilitation

— *Chair, Dvision of Plasma Physics (DPP), Canadian association of Physicists,
elected for 2 years (non-renewable) in June 2019. My role was to ensure communication
among the different plasma physics research group across Canada and help at the organi-
sation of the annual congress of the Canadian Association of Physicists, in particular the
annual symposium day of the DPP and parallel sessions devoted to plasma physics. My
DPP chair duty took 2-3h/month in average with a more intense activity during the few
weeks leading to the annual conference.

— * Co-organiser, Division of Plasma Physics virtual Symposium day, Online Annual Congress
of the Canadian Association of Physicists, Juin 2021.

— * Co-organiser, Division of Plasma Physics virtual Symposium day, Annual Congress of
the Canadian Association of Physicists, Juin 2020. Due to the COVID-19 pandemic, the
symposium day had to be reorganised urgently into an online meeting. It had lead to
~20h of extra work compared to the normal involvement of the DPP chair.

— * Since December 2020, member of Science Definition Team (SDT) of the COMPACT
project (COMplex PlAsma faCiliTy). It is a project supported by DLR, NASA, ESA,
NSF and ROSCOSMOS (until February 2022) to install a new experiment on board the
International Space Station dedicated to the study of complex plasmas under microgravity
conditions (successor of the PK4 experiment). SDT membership takes about 2 hours of
my time every month. The detailed of the proposed project have been recently published

[see publication 1 in App. [B.1].
— Member of the international scientific committee of the International Congress on Plasma

Physics, International Union of Pure and Applied Physics, June 2018. ~5h for the selec-
tion of invited presentation.

— Co-chair (local organising committee, co-chair: Prof. G. Cartry, PIIM, Aix-Marseille
Université) of the workshop “Frontier in Low Temperature Plasma Diagnostics”, May
2015, Porquerolles, France. It took ~30 hours of my time before the conference to help
at the organisation of the conference.

2.4.2 Professional services

— *Academic reviewer of grant proposals submitted to German Research Foundation (2020),
the National Scientific and Engineering Research Council of Canada (2020, 2021, 2022),
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ANR, France (2019) and the Fonds de Recherche Nature et Technologies, Gouvernement
of Québec (2020, 2021). Each project evaluations takes 3-4 hours.

— External examiner for PhD thesis for the University of Sydney, Australia (5 theses), the
University of Montreal, Canada (2 theses) and the University of Alberta (1 thesis)

— *Since 2018, members of numerous graduate advisory committees in the Physics and
Engineering Physics department at the University of Saskatchewan. This activity takes
~15h of my time per term

— Since 2009, reviewer for numerous peer-reviewed academic journals including Physical
Review Letters, Physical Review E, Physics of Plasmas, Plasma Sources, Science and
Technology, Journal of Physics D: Applied Physics, IEEE Transactions on Plasma Science,
etc.

2.4.3 Administrative services

My assignment of duties at the University of Saskatchewan comprises 20% of administrative
tasks. Accordingly, I am a member of many committees for the department of Physics and
Engineering Physics, the College of Arts and Science, the College of Graduate and Postdoctoral
Studies and the University as a whole. .

— Since July 2019, I am member of the executive committee of the University of Saskatchewan
Faculty Association (faculty union). In this context, I belong to many other sub-committees,
including the External relation committee, which I chair since 2020, in charge of the re-
lations with the students’ unions and other workers’ unions at the university. From July
2020 to June 2022, T was also a member of the Joint Committee on the Management of
the Collective Agreement (JCMA). This committee is in charge of the discussions with
university upper administration to enforce the provision of the collective agreement. Since
July 2021, T am also the treasurer of the faculty association. My faculty association duties
take 6 to 8 hours per week.

— From July 2019 to June 2021, I was a member of the Equity and Internationalisation
Committee of the University of Saskatchewan’s College of Graduate and Postdoctoral
Studies (committee I chaired from July 2019 to June 2020). The role of this commit-
tee was to ensure that the regulation governing master’s and PhD programs were not
discriminatory. This duty took 1 hour/month in average.

— From June 2019 to April 2020, I was a member of the Indigenous recruitment committee
of the College of Arts and Science at USask.

— From January 2019 to April 2020, I was a member of the Nomination Committee of the
the College of Arts and Science at USask.

— Since 2018, I am a member of the Graduate Affairs Committee of the Department of
Physics and Engineering Physics. I chair this committee since July 2021. The committee
is in charge of defining and enforcing the regulation of the graduate physics program as
well as annually distributing scholarships and other stipends to the enrolled graduate
students. As the chair T work 3-3 hours per month for this committee.
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Chapter 3

Summary of main research results

3.1 Introduction to laboratory dusty plasma physics

Complex or dusty plasmas are partially ionised gases containing charged solid nano- or
micro-particles (often referred to as dusts). They can be found everywhere from astrophys-
ical environment (stars, interstellar medium) to industrial applications (plasma etching, ion
implantation, semiconductor manufacturing). Some example are planetary rings [3], industrial
plasmas [4] [5], fusion devices plasmas [6H8], laboratory gas discharges [9-HI3], etc. In laboratory
experiments, dust particles can be either injected or grown directly in the plasma. Injected dust
particles are usually micron-size particles (microparticles). Dense clouds of submicron particles
are usually formed of particles grown directly in the plasmas and can be obtained using reactive
gases such as silane [I4HI6], acetylene [17H19)] (see Sec. or using a target sputtered with
ions coming from the plasma [20H22)].

Due to their interactions with the surrounding electrons and ions of the plasma, dust parti-
cles acquire a net electric charge (see Sec. that can significantly change the plasma charge
equilibrium (especially at high dust number density [see Sec. [3.1.1]) [I, 23, 24]. Dusty plasmas
can be thus seen as three component plasmas. In complex plasmas, the dust electric charge is
obviously a key parameter. In laboratory low temperature plasmas, the dust grains are usually
negatively charged due to the higher mobility of the plasma electrons [11, 13, 23-26]. Other pro-
cesses can also significantly influence dust electric charges depending on the ambient plasma
conditions. For example, photoemission induced by ultraviolet radiation can lead to positively
charged particles [27-29]. Positively charged particles can also be observed when thermionic or
secondary emission of electrons are important effects as it is the case in fusion plasmas [30H32].
The dust charge determines the interactions of the dust particles with the background ions
and electrons as well as the dust-dust interactions It is also a fundamental parameter in many
processes such as the ion drag force 33| [34], electric charge shielding [35], etc. The knowledge
of the charge is therefore essential to the understanding of the basic properties of a complex
plasma, the dust dynamics, as well as developing method for grain manipulations [30].

In addition, complex plasmas are often used as models to study self-organised strongly cou-
pled systems [13]. Indeed, since microparticles can easily be imaged (using laser light scattering
and fast cameras for example), the microparticles’ trajectories can be easily determined and
information about the crystal at the kinetic ("particle") level can be obtained. Generic phe-
nomena such as wave propagation [37, 38|, shocks [39, [40] and phase transitions [41H44] have
been studied using complex plasmas.

In laboratory experiments, due to their mass, injected microparticles are usually confined in
the sheath region near the electrode where the electric force can balance gravity (microparticle
clouds filling the bulk plasma can be obtained in experiments performed under microgravity [45-
A7) or when a thermophoresis force (see Sec. is applied by imposing a temperature gradient
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[48, 49]). In ground-based laboratory discharges, two-dimensional (2D) dust monolayers can
be created by injecting calibrated microspheres into the plasma. Thus, microparticles are all
levitating at the same height in the sheath above the electrode. By tuning the experimental
conditions, it is possible to crystallise the monolayer and create so-called two-dimensional (2D)
complex plasma crystal in which the dust particles form a hexagonal lattice. These structure
can support waves and instabilities (see Sec. [3.1.6)).

On the contrary, dust particles grown directly in the plasma are generally light enough to
be trapped in the bulk plasma and form dense clouds. The nanoparticle charges have a fun-
damental role during the growth process and for nanoparticle transport [50], [51]. In discharges
containing (very) dense three dimensional (3D) cloud of dust particles, the net electric charge
carried by the dust component is a significant part of the total plasma charge. Local fluctua-
tions in the dust density can therefore disturb the plasma. For example, in direct-current (dc)
discharges, nanoparticle (NP) growth and discharge parameters are strongly interdependent
[52H57] (see Sec.[3.2). In capacitively-coupled (cc) radio-frequency (rf) discharges in which a
dense cloud of dust particles is trapped between the parallel electrodes (e.g., in rf sputtering
discharges |20} 58], or experiments under microgravity conditions [59]), the dust cloud exhibits
in its centre a self-organised region free of dust particles called the “void” |20, 58-61]. Voids
arise from an equilibrium between the inward confining electric force on the dust particles and
the outward ion drag force due to ions flowing out of the void region where the ionisation is
enhanced. This is due to the absence of plasma species losses on dust particle surfaces in the
void region. Under specific conditions, voids exhibit regular oscillations of their sizes (heartbeat
instability) [59H61] thought to be due to the transition from an ambipolar electric field at the
void boundary to a sheath-like structure with an intense outward electric field due to the high
losses of plasma species on dust particles at the void boundary which acts then as a floating
wall [61].

In this section, the main concepts of dusty plasma physics are reviewed in order to facilitate
the reading of the extended summary of two main research axes: (i) nanoparticle growth in
plasmas (Sec. [3.2), and (ii) waves and instabilities in 2D plasma crystals (Sec. [3.3)). For that
purpose, Sec. is devoted to the dust charging process. In Sec. the different forces
acting on the dust particles are discussed. In Sec.[3.1.3] an overview of the dust growth dynamics
in plasma is given. In Sec. In Sec. [3.1.4] a simple model of the sheath in cc-rf discharge
is presented followed by a discussion on microparticle levitation in cc-rf discharges (Sec. |3.1.5)).
Finally a short introduction to 2D plasma crystals will be given (Sec. .

3.1.1 Charge of dust particles

When a dust particle is immersed in a plasma, it collects or emits different current (electrons,
ions, thermoionic emission, UV-induced secondary emission, etc.) and acquires a net electric
charge on a dust particle arises from the it collects or emits. Since the dust particle is not
connected to any power source, it will eventually reach a potential (floating potential) at which
the contributions of all currents to the particle surface vanishes [1I, 23] 24]:

dQa B
F_;J,f_o, (3.1)

where [; corresponds to the current induced by process k£ when the dust particle is at floating
potential and ()4 is the dust particle charge. In laboratory discharges, the main processes are
the currents due to the flow of plasma electrons and ions to the dust particles. In the following,
these are the only processes that are discussed.
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OML theory

Consider that the background plasma is made of Maxwellian ions and electrons with den-
sities n; and n,, respectively and temperature 7} and T, respectively. The ion and electrons
current on the dust particle can be obtained using the Orbital Motion Limited (OML) model
[62164]. This model assume that the electrons and the ions are moving without collisions from
infinity on orbits around the dust particle (assumed spherical with a radius rq) that are only
due to electrostatic interactions. Due to the higher mobility of the plasma electrons, the dust
potential @4, is usually negative with respect to the plasma potential and the corresponding
dust particle charge is negative. The derivation of OML currents is textbook material and can
be found for example in Refs. |1l 24, [65]. For Maxwellian plasmas, the OML ions and electron
charging currents on a spherical dust particle of radius r4 are:

@
]i = WTinie’Uthi (1 — I:Bczd_.;) y (32)
®
I, = —7rnevm, exp ( ;B;) : (3.3)

where kg is the Boltzmann constant, and vy, = /8kpTe/mme and vy, = /8kpTi/mm; are the

electron and ion thermal velocities respectively.

In equilibrium, the net current on the dust particle surface is equal to zero (i.e. I; + I, = 0)
and the dust surface potential is equal to the floating potential ®;. From Egs. ®; can be
deduced from the following equation:

e®d; miTs ne ed¢
1— = — . 3.4
T Vi (kBTe> 34
In a typical laboratory argon discharge in which T./7; ~ 100, the floating potential for an
isolated dust grain is &4 = &y = —2.41kgT, [66].
The charge on the dust particle can then be calculated by considering that the microparticle

is a small spherical capacitor of capacitance C' = 4mwegrq (assuming rq < Ap) which leads to
the dust charge:

Qa = Zge =C - . (3.5)

In Figure , the dust particle charge number |Z,| as a function the electron temperature T, is
shown for different dust radii. For an isolated particles (or very low dust number density nq),
the electron density is equal to the ion density and the charge is a quasi-linear function of T,
and rq. In an argon plasma, the charge of an isolated spherical dust particle is given by [66]:

| Za| =~ 1675 - 74 ym - Te(eV). (3.6)

Influence of a large dust density

When the dust particle number density nq is very large, a significant fraction of the plasma
electrons is attached to the dust particles and the density of free electron in the plasma is
significantly reduced compared to the dust-free plasma. This electron depletion results in a
modification of the dust charging process. The influence of large dust particle number density
can be taken into account using the quasi-neutrality condition:

nie — nee — nqZge = 0 (3.7)
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Figure 3.1 — Calculated particle charge number |Z;| as a function of electron temperature T,
for two different dust radii rq and different dust number densities nq. A argon plasma with
ny=1-10° cm™3 and 7} = 0.03 eV is considered.

Assuming Boltzmann electrons, the dust charge is obtained by solving simultaneously the fol-
lowing equations [T, 67]:

exp (d) —1- 47?6607%1 kBeTeZ—? (i)f - 1/;) =0, (3.8)
b4
(1= 7 (8 =9)) =y Fmexp (87) 0. (39)

where i)f = e®;/kpT. is the normalised floating potential and zZ = ey /kgT, is the normalised
plasma potential in the dust particle cloud with respect to the outer dust-free plasma. The
Havnes parameter [II, [68] is defined as:

47T€07’d ]{JBTe ng ngq Zdnd
= — = 695Te,eVTd,um_ ~ .
(& € Ny A ny

P

(3.10)

When P ~ 0, dust particles can be considered as isolated and the plasma is largely unperturbed
by their presence. On the contrary, when P > 1, the presence of dust particles induces
a significant electron depletion and in the limiting case, the dust particle charge number is
Zq ~ ni/nq. The effect of increasing dust particle number density is illustrated in Figure .
In experiments in which nanoparticles are growing, the dust particle number density can reach
very large values and induce a measurable electron density depletion.

Influence of collisions

The presence of ion-neutral collisions can considerably change the ion current on the dust
particle surface. Indeed, because of collisions with neutral atoms, especially charge-exchange
collisions, ions that would normally be too energetic to be collected by the dust particle, loose
most of their energies and are trapped on orbits around the dust particle or even fall on the
dust surface and thus increasing the ion current with respect to OML theory. In the presence
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of ion-neutral collisions, the electron and ion charging currents are modified as follows |33}, 69]:

I =(~e) - V8mrinevr, exp(—), (3.11)
I =(e) - V8mrinur, (1 + g?J) X

1+

. ) () (ze\s |
0.07+2 (%) +25 (5) + {0.27(%)15 +0.8<§3)} L 4 21 AR )2 11 (7)2

where ¢ = e®,/kpT, is the normalised microparticle floating potential, A = Ap,/v/1 + (Ap,/Ap. )?
is the linearised Debye length at the considered position in the sheath with Ap, , = (eoTw/ni’ee)lm,
and ); is the ion-nutral mean free path.

Influence of streaming ions

In experiments, dust particles can be found in region where the ions have a drift velocity
u; much larger than their thermal velocities vy, (for example in the sheath). Under these
conditions, the ion current has to be written as [11, [70]:

I = mrinog, f(u;) | (3.13)

with

™ 1 edy 1 9
flu) = \/;x [(1 + Sy i k:BTix2> erf(z) + N exp(—z7)| , (3.14)
where x = u;/\/2kgTi/m;. When u; > vy, Eq. reduces to:

2ed
I = mrinseu; (1— ¢ ;‘) . (3.15)

miu;

3.1.2 Force acting on dust particles

When dust particles are injected in a plasma, they will be subjected to different forces. The
main ones are the gravity, the electric force, the neutral drag force, the thermophoresis and
the ion drag force. Radiation pressure force can also play an important role when illuminating
the dust particles with a focus laser light beam. In this section, the expressions for these main
forces are given and their importance depending on the dust particle size is discussed

Gravity force

The gravity force is given by:

4
Fy = mag = 57ripag , (3.16)
where g is the gravitational acceleration and pgq the mass density of the dust particles. Note
that since |F,| o< 3, the gravity force is dominant for micrometre size particle (two-dimensional
complex plasma crystal, see Section [3.1.6))) while its is negligible for nanometre size particles
(particle growth experiments, see Sec.
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Electric force

As any charge particle, a charged dust particle is subjected to an electric force Fg when
immersed in an electric field E. Fg is given by:

FE = QdE = 47T607‘d(I)dE . (317)

Note that when applying the capacitor model (second term), |Fg| o< r4. As it will be seen in
Section the electric force is strong enough in the sheath region to balance the gravity
force and allow a microparticle to levitate. In the bulk plasma where quasi-neutrality holds,
the existing electric fields (such as the ambipolar field) are too weak and only nanometre-
size particles can be trapped in ground-based laboratory experiments (Under microgravity
conditions, large particles can also be trapped in the bulk plasma).

Neutral drag force

The neutral drag force is due to neutral atom colliding with the dust particle. The neutral
drag leads to the slowing down of dust particle and is particularly important for the formation
of plasma crystals. For a dust particle moving with a velocity v4 in the gas, the neutral drag
force is given by [I]:

4
F4= —5§7rrgvthnnnvd , (3.18)

where vy, = \/8kpTy/mm, is the neutral atom thermal velocity with 7}, the temperature of
the gas and m, the mass of the neutral atoms, n, is the neutral atom number density, and
0 is a parameter lying between 1 and 1.44 depending on how the neutral atom are reflected
from the particle surface (specular reflection (§ = 1), diffuse reflection (6 = 1.44)). For plastic

microparticles (for example melamine-formaldehyde microparticles), experimental results tend
to favour 6 = 1.44 [71].

Thermophoretic force

The presence of a temperature gradient in the neutral gas lead to a thermophoretic force
acting on the particle due to the differential bombardment of the dust particle surface by the
neutral atoms. A simplify picture at the microscopic level is the following: the gas atoms or
molecules moving from the hot side carry greater kinetic energy than those moving from the
cold side, resulting in a net force on the particle from the hot side towards the cold side. In the
free molecular regime, i.e. when the mean free path of the gas atoms/molecules is much larger
than the dust particle radius (relevant to most laboratory dusty/complex plasma experiments),
the thermophoretic force Fy, is given by [72]:

3272k,
15 Vthy,

VT, (3.19)

th =

where k, is the thermal conductivity of the gas and VT, is the temperature gradient of the
neutral gas.

The thermophoretic force is particularly important for sub-micron particles (nanoparticle
growth experiments).The non-uniform heating of the gas by the plasma discharge can affect
the transport of nanoparticles [73]. Sometimes a thermophoretic force is forced by differential
heating or cooling of the discharge walls or electrode (with heater or Peltier element) in order to
compensate for gravity and obtained three-dimensional structures of microparticles in ground
based experiments [48, [49)] [74].
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Ion drag force

An ion moving towards a negatively charged dust particles can be, depending on its initial
velocity vy, collected or scattered by the dust particle. In both cases, it results in momentum
being transferred from ions to the dust particles. The ion collection radius b, is defined as
1L, 66]:

(3.20)

with vy = fu? + Ufhi. When the ion impact parameters is smaller than b, the ion is collected

and contribute to the collection force F.,;. When the ion impact parameters is smaller than
be, the ion is scattered and contribute to the Coulomb force Fgoy. The resulting ion drag force
is the sum of the two components, i.e.:

Fid - Fcoll + FCoul ) (321)

In most experiments, the dust particles move much slower than the ions so that the relative
dust-ion velocity can be approximated by the ion velocity. Considering that there are no
interactions between the ions and the dust particle outside the Debye sphere and that the ion
mean free path is larger than the Debye length (Barnes model), the collection force is [I1, [66, [75]:

2€q)d
Fco: . illiUs Uy 1— s 3.22
I = Triminivsu ( mﬂ}s?) ( )
and the Coulomb force is ::
Feou = 47rb727/2minivsui InA | (3.23)

where the impact parameters for 90° deflection, b2, is defined as (for small spherical particles
so that the capacitor model can be used) [1]:

rqe®Pq
bro = . 3.24
/2 miUsQ ( )
and the Coulomb logarithm, In A, is defined as [11 [66, [75]:
1 N
InA=_-In| —25| . (3.25)
2 (bg + b2 /2
where the modified Debye shielding length is [66]:
2%pT, \ *
As A 14— 3.26
D. ( T kT, —i—miuf) (3.26)

The ion drag force has been the subject of many experimental investigations (deflection of
falling dust particle [76, [77]). It was found that significant discrepancies existed at low ion drift
velocities. More accurate expression taking into account Coulomb collisions with ions outside
of the Debye sphere and a corrected Debye length taking into account the different ion ion
streaming velocities can be found in Refs. [78, [79]. Example of self-consistent calculations of
the ion drag force taking into account charge-exchange collisions can be found in Ref. [§0]
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Laser forces

In complex plasmas, lasers can be used to manipulate microparticles (see Sec. . When
a laser light beam is focussed on a dust particle, the beam interacts with it and pushes it in
the direction of the beam. The force due to the laser light /dust particle interaction can have
two origins: the radiation pressure and the photophoretic force.

The radiation pressure is due to momentum transfer of the photons hitting the dust particles

and can be written as [II, 8T]:

1dNpw b

— — T — 3-27

A dt N ¢ ( )
where NNy, is the number of photons hitting the particles , A is the focus cross section, A; is the
laser light wave length, h is the Planck constant, ¢ the speed of light and [ is the intensity of

the laser beam. The force exerted on the dust particle is then [1]:

Prad =

I
Fg= 7—17T7‘§ , (3.28)
c

where v is a coefficient linked to the type of interaction the photons have with the dust particle
(total reflection v = 2, pure absorption v = 1). Note that for partially transparent dust particle
the radiation force can have a component perpendicular to the direction of propagation of the
beam [1], 81].

The photophoretic force is due to the heating of the dust particle surface by the focussed
laser light [82184]. The side of the particle exposed to light can get significantly hotter that
the side in the shadow. Similarly to thermophoresis (Sec. , the temperature differential
induces a force that pushes the particle away from the hot side. For an opaque spherical
microparticle, the photophoretic force is given by [83, [84]:

2

T p T3
Fpn=—-a—->21I, 3.29
ph g [ kq ( )

where [, is the irradiance, p is the gas pressure, « is the thermal accommodation coefficient
and kq is the thermal conductivity of the particle.

3.1.3 Growth of nanoparticles in low pressure plasmas

The growth of nanoparticles in low-pressure chemically active plasmas has been the subject
of active research since the discovery of nanoparticles in chemically active plasmas [85] and in
plasma etching systems [5], B6]. Studies of the growth process have been mainly carried out
in low pressure radio-frequency (Rf) plasma discharges using silane (SiH4) mixture (see for
example Refs. [85 87H99] or hydrocarbon gases (such as acetylene (CoHy or methane CHy)
mixture (see for example Refs. [T00-103]).

The growth of nanoparticles in plasma-enhanced chemical vapour deposition reactors (usu-
ally capacitive radio-frequency reactors) is detailed in the review articles written by Watanabe
[14] and Kortshagen et al. [I05]. The growth process is roughly comprised of three phases. De-
spite the fact that in capacitive radio-frequency discharges, nanoparticles are usually trapped
by electric fields and can grow to hundred of nanometres thanks to the continuous supply
of chemical precursors, it is believed that nanoparticle growth in other king low-pressure gas
discharges follows nearly the same general phases [L05]. The specific of the growth process
generally depends on the experimental conditions (pressure, power, gas mixture, temperature,
etc.). Consequently, in the following, the different growth phases are described in all generality.
For more details, the reader is invited to read the aforementioned reviews |14, [105].
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Figure 3.2 — Illustration of the evolution of nanoparticle size and number density as a function
of time after discharge ignition if an Ar/SiH, discharge. After Ref. [104].

1. Nucleation phase (initial growth phase [14]): during this phase, plasma chemistry is
responsible of the transformation of molecules into molecular clusters of a few nanometres
in size (typically (~2-3 nm). This phase is usually studied using mass spectroscopy of
neutral, positively charged and negatively charged molelcules. This phase is sensitive
to the discharge conditions (gas mixture, gas flow, power, temperature) [14]. The anion-
neutral clustering is generally the most robust pathway [105]. This is partly due to the fact
that ion-neutral reactions are generally faster than neutral-neutral reactions and partly
due to the fact that anion are confined in the discharge by the ambipolar electric field while
neutral species and cations diffuse out of the bulk plasma relatively quickly and might not
spend enough time in the bulk plasma to significantly contribute to the nucleation process.
This is thought to be also the case in the case of sputtering of single element target where
the physical condensation of monomers dominates. Numerical studies of the nucleation
phase in DC argon plasma in the absence of hydrogen have indeed confirmed that anion-
neutral reactions are keys in cluster growth [I06]. During this phase, the cluster number
density reaches very high values and the clusters are either neutral or singly negatively
charged. In the case of silicon nanoparticles growth in Ar/SiH, plasmas, it was shown
that these initial nanometre-sized clusters are single crystal particles [98], 104 107, 108].

2. Agglomeration phase (rapid growth phase [14]): At the end of the nucleation stage the
density of nanoparticles is extremely high (10 — 10" ¢m™ [14, [104]). As a results, the
nanoparticles are not uniformly negatively charged and larger particles grow quickly by
initial agglomeration of the original clusters. The agglomeration of the smaller original
clusters with the larger particles is favoured by charge fluctuations [50]. This phase
continues until all particles are large enough (a few tens of nanometres) to be negatively
charged and the repulsive electric force prevents further agglomeration. The nanoparticle
number density drops drastically during this phase [104].

3. Accretion phase (growth saturation phase [14]): At the end of the agglomeration phase,
the nanoparticles are large enough to all have acquired a quite large negative charge
and their growth can continue only through surface reactions with the remaining precur-
sors/molecules or with the continuously provided precursors/molecules (e.g. continuous
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flow of precursor gas or target sputtering) [105]. The surface growth can be either through
physical vapour deposition (for example a super saturated metal vapour due to the sput-
tering of a metal cathode) or through chemical vapour deposition (collisions of reactive
molecules, radicals or ions at the particle surface that trigger chemical reactions). The
growth rate during this phase is much slower than in the previous phases and the particle
number density is nearly constant. While they are confined in the discharge, the nanopar-
ticles will continue to grow. They can become quite large (hundreds of nanometres to
micrometers)

In Figure the nanoparticle growth process in an Ar/SiH, discharge is illustrated. Note
that the growth process is known to happen in cycle: when the particles are getting too big, they

are expelled from the plasma and a new generation of particle can start to grow [15, 52], 109~
112].

3.1.4 Sheath profile in a capacitively-coupled radio-frequency dis-
charge

Complex plasma crystal experiments are generally performed in capacitively-coupled radio-
frequency (cc-rf) discharges [113| 114] where the microparticles are levitating in the sheath
above the powered electrode. In these experiments, any modification of the discharge pa-
rameters (for example, the argon pressure ps, and/or the rf power Py) has an effect on the
gas discharge plasma and results in a modification of the sheath properties. It is obvious
that, since microparticle monolayers levitates in the rf sheath above the powered electrode
(see Section , the monolayer properties are also affected by any changes of the discharge
parameters.

In this section, a simple model allowing the calculation of the sheath profile above the
powered electrode in an asymmetric cc-rf discharge as a function of the discharge parameters is
presented. The model was published in Ref.[1I5] (Publication 5 in App. [B.1] a copy of which
is found at the end of Sec. . It has been validated against available experimental data and
was then used to obtain an estimate of the dependence of sheath parameters (sheath length, ion
and electron densities, electric field) as a function of the discharge parameters (pa, and Py).

Model description

In a cc-rf discharge, the rf frequency is generally much higher than the ion plasma frequency
and much lower than the electron plasma frequency, i.e. wp < wyy <K Wpe Where wpi, Wpe, Wit
are the ion plasma frequency, the electron plasma frequency and the rf angular frequency,
respectively. Consequently, the ions respond only to the time-averaged sheath electric field
while the electrons follow the rf field. Since in most of 2D complex plasma crystal experiments,
the working pressure is around 1 Pa, ion collisions must be taken into account [I16]. The
model’s main assumptions are based on earlier work by M. Lieberman [116]:

1. Collisional ion motion with a constant ion mean free path \; in the sheath,
2. Cold ions (ion temperature T; ~ 0),

3. Inertia-less electrons that respond instantaneously to the electric field,

4. No secondary electrons emitted from the electrode,

5. No ionisation in the sheath.

In most experiments, the area of the powered electrode is much smaller than the area of
the grounded surfaces (asymmetric cc-rf discharge). In addition, the matching circuit often
contains a blocking capacitor preventing any direct current to flow in the external circuit.
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Because of the difference in electrode area, the amount of ions and electrons collected during
each rf cycle is different, resulting in the appearance of a negative self-bias voltage on the
powered electrode [117, [118]. Ideally, it is necessary to consider the sheaths in front of both
electrodes (powered and grounded) simultaneously [118]. However, the following assumptions
can be made to simplify the problem:

1. The voltage on the rf electrode is of the form:
‘/rf(t) = —‘/0 . cos(wrft) — |Vdc‘ (330)

The input values of V5 and Vg, can be measured experimentally.

2. The plasma remains quasi neutral at all time. Therefore, the current flowing through
the powered electrode sheath and the anode sheath are equal in intensity and of opposite
signs. According to Song et al. [I19], the time dependent plasma potential with respect
to the grounded wall follows approximately:

1
A ‘/I‘f(t) Ax
(HAgeXp( T, ) Ay

where the electron temperature 7; is given here in eV.

Te my;
=Tl —1 31
Vylt) = Tuln + 3 “<2.3me)’ (331)

As it was the case for the microparticle charge derivation, the plasma potential is the
reference potential in the following (V;, = 0). Consequently, the potential of the rf electrode V;
with respect to the plasma as a function of time is:

Ve(t) = Vie(t) = Vo (2). (3.32)

The time-dependant sheath potential profile V' (z,¢) obeys the Poisson equation:

V2V (z,t) = — GE(ni(z) — ne(z, t)), (3.33)
0
The boundary conditions are V' (0,t) = 0 and V ({5, t = V.(), where £, is the length of the ion
sheath.
Tons react only to the time-averaged electric field £ = —dV /dz where V is the time-
averaged powered electrode sheath electric potential. Therefore, in the sheath, the ions particle
and momentum conservation equations are [120] 121]:

NoUs = N;;, (3.34)

I dvi+ dV+7eri2
U T T oy

=0, (3.35)

where ng is the plasma density at the plasma sheath boundary, v; is the ion velocity at a given
position z in the sheath and vy is the velocity of the ions at the ion sheath boundary (z = 0).
Due to collisions, vs is the modified Bohm velocity [120, 121]:

om () (e ) ™ 039

The sheath profile calculation requires a few approximations. The ion mean free path
and the electron density in the bulk can be easily estimated from the discharge pressure,
interferometry measurements and/or literature data. In experiments, the self-bias voltage and
the amplitude of the rf voltage can also be easily measured as a function of the forward rf power
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and argon pressure. The electron temperature can be directly measured (using Langmuir probe)
or estimated using a uniform density discharge model [122]:

Ki.(T.) 1
up(Te)  ngdess’

(3.37)

where K, (T,) = 2.34-10714.T9-59.exp(—17.44/T.,) is the ionisation rate [122], ug(T%) = /eT./M
is the Bohm velocity, n, is the neutral gas number density and d.;; = 0.5- Rl/(Rh;+(h,) is the
effective plasma size for particle loss with [ the height of the discharge chamber, R its radius,
h. = 0.80 - (4 + R/\y,) Y2 and hy = 0.86 - (3 +1/(2\i,)) Y2 [122] and Xy, the ion mean free
path in the plasma bulk.

Figure 3.3 — (Reproduced from Ref. [115]) Schematic of a capacitive rf sheath at a time 0 <
t < m/wy. The dotted vertical line shows the position of the electron sheath boundary s(t).
For z < s(t), ne ~ n; and for z > s(t), ne ~ 0.

In addition, the solution to Eq. requires the knowledge of the exact position of the time-
varying (electron) sheath boundary s(¢) which depends on the voltage drop across the sheath
and thus oscillates between the position of the (average) ion sheath boundary and a minimum
distance to the electrode (see Fig. . However, the time-dependent sheath extension is rarely
measured during experiments. Moreover, the current and voltage waveforms on the powered
electrode are usually not monitored. Nevertheless, in cc-rf discharges, the electron temperature
(in eV) is generally much smaller than the amplitude of the rf voltage, i.e. V5 > T, and Ap,
is much smaller than the sheath width ;. On the plasma side (z < s(t)), quasi-neutrality
holds (ne ~ m;) while on the sheath side (z > s(t)), the electron density falls quickly (n. ~ 0).
Many studies dealing cc-rf sheath therefore use this approximation known as the step model
[116, 118, 121, 123-127|. Here, the sheath profile is calculated using the following approximation
for the time-dependent Poisson equation:

VRV (2, 1) ~ — i) (1 — exp L2 t>>. (3.38)

This approximation lies between the ion matrix sheath approximation (n;(z) = ng) and the step
model. However it allows the calculation of an approximate solution of the Poisson equation at
anytime if the voltage drop across the sheath is known. The mean electric field and ion density
profiles can be then obtained in a recursive approach. Starting from the collision-less dc sheath
profile with a potential drop equal to the maximum of V,(¢), a maximum sheath length and an
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initial ion density profile can be calculated 122, 128]:

6 = gADC(Q'ma};lwt)'))w, (3.39)
V() = —max(Vao)) - (£) " (3.40)
m(z) = no-(1—2VT(Z)>_1/2. (3.41)

Then the time-dependant potential profile over one rf period is calculated by solving Eq. (3.38))
with MATLAB and using the following boundary conditions:

V(0,¢) =0,

Afterwards, a new time-averaged potential (over one rf period) and a time-averaged electric
field are calculated. If the time-averaged electric field on the plasma side (z = 0) is lower than
Eunin = (7/2) - (Te/\;), (a value necessary to ensure monotonically decreasing ion density and
increasing ion velocity in the sheath region) then the sheath boundary on the plasma side is
moved towards the wall until the average electric field reaches F,,;, and the sheath length ¢, is
adjusted. Using Eqs. and with the boundary conditions:

nl(O) = Ny,
v;(0) = v,

(3.44)
(3.45)

a new ion density profile is then obtained and the time-dependant potential profile is calculated

again. The procedure is repeated until convergence which typically occurs after 10 to 15
iterations.
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Figure 3.4 — (Reproduced from Ref. [I15]) Experimental time-resolved electric field in krypton
cc-rf discharge compared to the calculated electric field using the model decribed in this article.
The experimental data are extracted from Ref. [129]. (a) px, = 1 Pa and Py = 8 W, (b)
pkr = 10 Pa and Py = 8 W. The time instants are given in the inset and in both plots the
plain black line corresponds to the time-averaged electric field.

Model validation

In order to validate the above simple rf sheath model, it needs to be compared to available
experimental data. Schulze et al. have reported experimental measurements of the time-
dependant electric field in a cc-rf discharge in krypton at different pressures [129] which were
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already used to validate other (more complex and more accurate) rf sheath model [127]. For the
calculation, the grounded surface is assumed 100 times larger than the powered surface. The
charge exchange cross section in krypton is ocx = 40-1072° m? [130]. Two sets of measurements
discharge were used to validate the model:

(a) pkr = 1 Pa and Py = 8 W, corresponding to Vy ~ 250V and V4. ~ —250 V (see Fig. 12
of Ref. [129]). As in Ref. [127], the electron temperature is fixed to T, = 2.6 ¢V and the
plasma density at the sheath edge to ng = 2.0 - 10> m=3.

(b) pkr = 10 Pa, and Py = 8 W, corresponding to Vj ~ 225V and V. ~ —225 V (see Fig. 5
of Ref. [129]). As in Ref. [127], the electron temperature is fixed to T, = 1.1 ¢V and the
plasma density at the sheath edge to ng = 7.3 - 10> m=3.

In Fig. the model results and the experimental data of Schulze et al. [129] are compared
to each other. As can be seen, while not in perfect agreement, the simple model gives reasonable
results. The sheath length is recovered within a few percent and the electric field values are
in respectable agreement with the measured ones. Nevertheless, the model tends to slightly
underestimate the electric field, especially at high pressure. The simple model described here is
thus able to catch the main features of the collisional cc-rf sheath and can reasonably estimate
the variation of the main sheath parameters as a function of position for the experimentally
relevant range of discharge parameters.

Sheath profile in a cc-rf argon discharge

0
= =50
= 2100
-15(3)
o (d)  pa, = 0.5 Pa —1.5 Pa
g
© 2 — e, 5 W — 1o, 5 W
> . — ne, 25 W — e, 25 W
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\X/ 1 ==n4, 26 W
:@,

Figure 3.5 — (Reproduced from Ref. [I15]) (a-c) Potential and (d-f) density profiles for different
pressures and powers. Note that potentials are plotted with respect to ground (i.e. V;,(0) # 0).

The model is used for discharge conditions relevant to two-dimensional complex plasma
crystal experiments described in Ref. [115]. The argon pressure range is between 0.5 Pa and
2 Pa and the rf power range is between 5 W and 25 W by steps of 1 W. In Fig. the sheath
potential (Figs. B.5[a-c)) and the electron and ion densities (Figs. [3.5(d-f)) are shown as a
function of position for different pressures and rf powers.

As can be seen in the top row of Fig. , a pressure increase at constant rf power results in
shorter sheath length for a similar potential drop (sheath length of ~ 8 —9 mm at p = 0.5 Pa
and ~ 6 — 6.5 mm at p = 1.5 Pa). Therefore, it results in weaker vertical electric field at lower
pressures. An increase of the rf power at constant pressure results in a slight sheath length
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increase but larger plasma potential drops due to increasing self-bias voltage ( AV ~ 50 V at
Py =5 W and AV ~ 140 V at Py = 25 W) and therefore, a stronger vertical electric field.

Both Pw and pa, have an impact on plasma density. It was measured that at a given
pressure, the plasma density is increasing almost linearly with the forward rf power (see Fig. 2
of Ref. [I15]). Since the sheath length is weakly dependant on rf power (see previous paragraph),
the gradients of ion and electron densities in the sheath increase with rf power as can be seen in
the bottom row of Fig. At high pressure, the plasma density is higher (due to collisions),
the sheath length is shorter resulting in steep density gradients.

3.1.5 Microparticle levitation in the rf sheath

When injecting a calibrated spherical microparticle into a gas discharge plasma, the mi-
croparticle acquires a large negative charge and can be levitate in the sheath region where the
gravity force is balanced by the electric force. At the equilibrium position, the total electric
current on the microparticle surface I; + I, is equal to zero. Since the sheath profile can be
calculated, the normalised floating potential ¢ and the microparticle charge number Zg = Qq/¢
can be obtained for any position in the sheath (see Secs.[3.1.1|and [3.1.4)) Since the microparticle
radius rq and therefore microparticle mass mq of the microparticle are known, the equilibrium
levitation height 2., can be calculated using the calculated sheath electric field profile and the

vertical resonance (confinement) frequency f, = w,/(27) can be obtained using the following
equations [I31HI34]:

QaE(z1ey) = —may, (3.46)

_ [1Qa| 9E(2)
Wy = o - : (3.47)

In Fig. 3.6 the the calculated equilibrium levitation height, equilibrium particle charge at
equilibrium levitation height and vertical resonance frequency as a function of rf power and
background argon pressure are shown. The obtained equilibrium particle charges are between

(a)

Zal (x10% ¢)

Figure 3.6 — (Reproduced from Ref. [115]) (a) Equilibrium particle charge. (b) Equilibrium
levitation height. (c) Vertical resonance frequency. The microparticle has a diameter d =
9.16 pum and its mass density is p,, = 1510 kg - m—3.

—2.2-10% and —1.6-10% (see Fig.[3.6(a)), which is in reasonable agreement with experimentally
reported values (see Refs. [113], [IT5]).

One can see that at a given argon background pressure, Z4 and zj, are weakly increasing
function of the rf power. Moreover, the microparticles levitate quite high in the sheath near
the sheath edge (for example at 1 Pa, the sheath length is around ~ 7 mm [see Fig. and
the levitation height is around ~ 6.5 mm [see Fig. [3.6|(b)]). This is due to the fact that even
though the ion and electron densities are increasing with rf power, the electron temperature
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is mostly set by the background gas pressure. Since 7. has a greater influence than n. on the
magnitude of the electron current onto a microparticle and therefore the microparticle charge,
the microparticle equilibrium charge depends weakly on rf power. Since at the equilibrium
levitation height, the gravity force is compensated by the electric force and, as seen previously,
and the sheath length being only weakly dependant on rf power, the particle levitation height
is only slightly modified.

The calculated vertical resonance frequency varies in the range 15-30 Hz depending on
discharge parameters and is very close to the vertical resonance frequency reported in similar
setups [38, [114], 135HI38|. The vertical resonance frequency is increasing significantly with both
rf power and argon background pressure (see Fig. [3.6(c)). In both cases, this is due to steeper
electric field when increasing rf power (resulting in larger self-bias) and when increasing the
background argon pressure (resulting in shorter sheath).

Ton wakes

The sheath electric field and the ion flow in the sheath are tight together. It is indeed the
electric field that accelerate the ions towards the electrode. Therefore, when a dust particle lev-
itate in the sheath, the plasma screening is no longer spherically symmetric and become highly
polarised. The microparticle generates a wake field potential due to the downstream ion focus.
The ion wake field can be calculated via linear response theory [139-141], self-consistent kinetic
theory [142], using particle-in-cell (PIC) simulations [I43] or molecular dynamics simulations
[144-146]. There are different level of refinement to calculate the ion wake potential which can
include the presence of electric fields, ion-neutral collisions, and different shape of ion velocity
distribution (see for example Ref. [142]).

In Fig. the perturbations of the ion density and the electric potential due to the presence
of a levitating microparticle in the sheath are presented [146]. The results were calculated
using the DRIAD code [144H146]. The charge of the microparticle and the density and field
perturbations were calculated by taking into account the ambient electric field and ion-neutral
collisions. As can be seen, the ion wake is quite sensitive to the discharge parameters: high
pressure and low power tends to increase the amplitude of the ion wake.

The presence of ion wake renders the interaction between microparticles highly anisotropic
[139, 140} 147]: the excess ions downstream of each microparticle attracts other negatively-
charge microparticles to stationary points. These interactions with the ion wakes make the
microparticle-microparticle interactions non-reciprocal (the ion wake acts like a third body in
the interaction and hence Newton third law is violated when considering only the microparticles)
[148-152] and energy from the ion flow can be converted into microparticle kinetic energy. This
effect can lead to two type of instabilities in complex plasmas [I53]: (i) the Schweigert instability
in multilayer systems [I54H156] where a dust particle sitting further downstream in the ion flow
feels the attraction from the ion wake of the upstream particles whereas the upstream particles
are repelled from the downstream one leading to growing oscillations, (ii) the mode-coupling
instability in monolayer of microparticles where the horizontal motion of the microparticles gets
coupled to their vertical motions because of the wake-induced force asymmetry that can results
in growing oscillations in both the horizontal and vertical directions [114], 148150, 157]. The
mode-coupling instability is detailed in Sections and [3.3

3.1.6 Two-dimensional complex plasma crystals

In experiments in which calibrated (monosized) spherical microparticles are injected, they
generally all trapped at the same height in the sheath above the confining electrode (all the par-
ticles have the same mass and acquire the same charge) and form a monolayer of microparticles.
Two-dimensional (2D) complex plasma monolayers are particularly convenient systems for the
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Figure 3.7 — (Reproduced from Ref.[146]) Ion density in the vicinity of a dust grain levitating
in the sheath for different rf power and gas pressure. The grayscale image depicts the ion
density perturbation region (n; — n;,/n;,) > 0 (ion wake). The contour lines are equipotential
lines from -0.1 V to 0.15 V in steps of 0.05 V. Dashed lines are positive potential line contours
and solid lines indicate negative potential contours. The black diamond is the location of the
ion-wake center of charge, and the white dot is the location of the microparticle (size not to
scale).

detailed experimental studies of strongly coupled phenomena at the “atomic” (particle) level.
The essential advantage of such systems is that the complete information about the state of
the entire particle ensemble in phase space can be measured (fast camera imaging combined to
particle tracking [158]). This is an invaluable advantage for the investigation of collective pro-
cesses occurring in strongly coupled systems and generic phenomena such as wave propagation
[37, 38], shocks [39, [40], phase transitions [41H44], etc.

2D complex plasma monolayers are usually studied in ground-based cc-rf discharges. Mi-
croparticles injected in such discharges levitate in the sheath region near the bottom electrode,
where the electric field can balance gravity. Under specific conditions, the microparticle mono-
layer arrange itself into an ordered structure (hexagonal lattice) if the electrostatic coupling is
strong enough — a 2D plasma crystals |37, 114, 1584160, T60H163]. Such a lattice is shown in

Fig.

Waves in complex plasma crystals

In 2D complex plasmas, as in any (strongly coupled) 2D system, two in-plane wave modes
can be sustained. In crystals, both modes have an acoustic dispersion, one of them is longitudi-

33



Figure 3.8 — Top view of a 2D complex plasma crystal. Note the hexagonal lattice.

nal (compression), the other is transverse (shear). Since the strength of the vertical confinement
is finite, there is also a third fundamental wave mode associated with the out-of-plane oscilla-
tions. Propagation of dust-lattice (D) waves in 2D lattices is often used as a diagnostic tool to
determine parameters of the plasma crystal (charge QQq of the microparticles, screening length
A and coupling parameter k).

The DL mode can be derived following the method described in Ref. [150]. Consider an
hexagonal microparticle monolayer located in the horizontal zy-plane as shown in Fig. 3.9
The interaction potential between two microparticles ¢ and j in the 2D lattice are in a first
approximation given by the screened-Coulomb (Yukawa) potential ¢(r;;):

Z2e? exp(—ri;i /A
90(7“@‘): d ( j/ D)

, (3.48)

471'80 Tij

where 7, = (z; — 2;)* + (1 — y;)* + (2 — 2;)°. If the thermal agitation is neglected, then the
motion of particle j with coordinate r; is governed by:

matj + mavrt; = Z Fij + Feont(r;) (3.49)
i#]
where v is the damping rate due to neutral gas friction, F;; = —V(r;;) is the interaction force

exerted by the i® particle, and Feont is the force of external confinement. In this derivation, the
lattice is considered infinite on the xy-plane and the finite strength of the vertical confinement
in the sheath is reduced to a harmonic potential, i.e. F oy = —mszonfzj,% where z; is the
the vertical position of the j'" particle with respect to the plane of the crystal, Qcons is the
eigenfrequency of vertical confinement and Z the unit vector in the vertical direction. Then,
small displacements of the form r; oc exp (i(k - r; — wt)) (with a wave vector k and a angular
frequency w) are introduced into Eq. which is subsequently linearised yielding to the
equation:

det [D;, — 9*1] =0, (3.50)

where 1 is the unit matrix, Dy is the dynamical matrix with eigenvalues Q2% = w(w + iv). Dy
can be written has [I50]:

an—f 2y 0
Di=| 2v a,+58 0 , (3.51)
O 0 ngnf - 2OCU

where the elements «ay(k), 5(k), and (k) govern the dispersion of two horizontal in-plane
modes, and «,() govern the vertical out-of-plane mode. Let us define the the lattice screening
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parameter £ = A/Ap, and the dust lattice frequency Qpr = \/Q2/(4megma)})). All frequencies
are renormalised by 1p; and the wave vector is renormalized as kA — k. The matrix element
of Dy can then be written as [I50]:

R
ap = ; e (K™ + K2 + K %) sin? §k -8, (3.52)
1
a, = ;e_K(K_2 + K %) sin® Ek -8,

1
B = z:e_K(K_1 + 3K 72 4+ 3K7?)[(s2 — s2)/s%] sin® §k -8,

m,n

1
v = Z e (K™ + 3K 7% + 3K ?%)[s,8,/s%] sin® §k -8,

m,n

where K = kvm?2 +n%+mn, m and n are integer numbers linked to the particle position
(see Fig. . The vector s with components s, = (v/3/2)m and s, = $m + n characterises
the positions of all particles in the hexagonal lattice. Note that the sums exclude the central
particle (0,0).
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Figure 3.9 — (a) Illustration of an ideal hexagonal lattice. The elementary hexagonal lattice cell
with the frame of reference, and the lattice constant A are shown at the center. The particles’
positions are given by a set of two integer (m,n). For a given particle (m,n), the position is
Timmy = A - mV3/2 and Yimny = A - (m/2 +n). The central particle (0,0) is excluded from
the sum in the definition of the dynamical matrix element, Eqs. m (b) Reciprocal lattice in
k-space with the reciprocal basis vectors |by| = |bg| = ;—\%. Due to the lattice symmetry, it is
sufficient to consider wave vectors k with angle 0° < 6 < 30° and from within the first Brillouin
zone (gray region), i.e. kA < 27T/\/§ at 0 = 0° and kA < 47/3 at 6 = 30°

The dispersion relation of the DL modes can then be written in the form:

(02 — Qi)(m — 2P - =0, (3.53)

where Q. (k) = \/ah + /32 + 472 corresponds to the pair of in-plane wave mode (compression

and shear, respectively) and Q, = /Q2% . — 2a, corresponds to the out-of-plane mode. The
shape of the modes obviously depend on the direction of the propagation of the wave with

respect to the main lattice axis (i.e. the angle § that k makes with the z-axis (see Fig. [3.9).
The wave modes for teh propagation angles § = 0° and 6 = 30° are plotted in Fig. [3.10]
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Figure 3.10 — Wave modes in a 2D complex plasma crystal assuming Yukawa interparticle
interaction and a parabolic vertical confinement. (a) 6 = 0°, (b)d = 30°. The interparcle
distance was A = 500 pum, the microparticle charge was Qg = —20000e, and the vertical
confinement frequency was f, = Qcont/2m = 25 Hz.

Ion wakes-induced mode-coupling instability

2D plasma crystals are systems with many interacting species (dust, ions, electrons and neu-
tral atoms). Although the exchange of momentum through electrostatic interactions between
microspheres largely dominates interactions with other particles (especially neutral atoms) pro-
viding a “quasi-monoatomic” system for kinetic studies, some aspects specific to the presence
to the presence of the ambient plasma cannot be neglected.

Figure 3.11 — Illustration of the point-like wake model for an hexagonal microparticle lattice.
The positively charge ion wake (red spheres, charge ¢,) are at a distance d,, of the negatively
charged microparticles (blue spheres, charge Qq).

Indeed, as seen in Sec. [3.1.5] since the microparticles are levitating in the sheath, an ion
wake forms down stream of each microparticles and renders the microparticle interactions non-
reciprocal. The simplest way to model the ion wake is to consider them as fixed positive
point-like charge ¢, at a distance J,, below each particle [I48], 150, 157]. In that case, the
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microparticle interaction potential can be written as follows:

Interaction with the wakes

de2 exp(—7ij/Ap) rqu§€2 eXp<_Twij/)‘Dy
471'50 Tij 47T€0 ’I’wij

J/

‘pw(rij) = ) (3'54)

TV
Interaction with the microparticles

where 17 = (2; — 2;)* + (i — y;)* + (2 — (2; — 0u))?. Then, the dynamical matrix has to be
rewritten as [150]:

ap—pf 2y ioy
in iUx Qconf Qy

The elements o, , appear due to particle-wake interactions and describe the coupling between
the out-of-plane and in-plane modes. They are given by:

Ty = Gulu Ze (K" 4+ 3K 2+ 3K %)[s,,/s]sink s, (3.56)

where G, = |q,/Qq| and - 0w/A. Then, the dispersion relation of the DL modes becomes:

(% = ) —Qp (P —Q2) +Q

coup

(22— 02) =0, (3.57)

mix

where the coupling frequency is Q7 (k) = |/02(k) + 0Z(k) and the mixing frequency is:

coup(

2 s — 012/ Oa0y
le)((k) = Qp + 5 - 47 ‘ . (358)

02+ 02 02+ ol

Considering weakly damped waves (i.e. w > v so that Q = w + %iu), it is enough to analyse
the undamped dispersion relation (€2 = w) and add —3v to the imaginary part of w [I50].

In Fig. [3.12] the DL wave modes calculated with the point-wake model are presented.
As can be seen, wake-mediated coupling between the longitudinal in-plane and out-of-plane
modes occurs when the out-of-plane and in-plane compression modes intersect. This results
in the appearance of a hybrid mode (red lines in Fig. which has a positive imaginary
part meaning. Therefore this hybrid mode is possibly unstable if the neutral gas damping is
sufficiently low. Mode-coupling occurs first at # = 0° (and equivalent directions) for “shallow”
crossing of the modes and occurs at any 6 for deeper crossing. The appearance of hybrid mode
can lead to the mode coupling instability (MCI) which is extensively discussed in Sec. .

The distinct fingerprints at the mode-coupling instability onset are, in addition to the
emergence of the hybrid mode (which depends critically on the angle of propagation), a mixed
polarization and distinct thresholds. To illustrate mixed polarisation, results from molecular
dynamics simulations of a 2D complex plasma crystal are presented in Fig.[3.13] The simulations
was performed for a very shallow crossing so that the hybrid mode appears only at § = 0°
(6 = 30° in Fig. [3.13|(b) since the reference cell was rotated by 30° in Ref.[I57]). This illustrates
the angular dependence of the of wake-mediated mode coupling. It can be further evidence by
looking at wave spectrum in the k-plane integrated over frequency around the hybrid frequency
(Fig. [3.13|(c)): a hot spot appears only in the direction at which the hybrid mode can form.
In addition, when looking in the vicinity of the hybrid mode, one can see traces of mixed
polarization for both intersecting mode branches (Fig. [3.13|(d)): far from mode intersection (or
when the modes do not cross at all), the out-of-plane mode is purely transverse and the in-
plane modes are purely longitudinal or transverse. Near the hybrid mode, where the coupling
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Figure 3.12 — Wave modes in a 2D complex plasma crystal assuming Yukawa interparticle
interaction, point ion wakes and a parabolic vertical confinement. The interparcle distance was
set to A = 500 um, the microparticle charge to Q4 = —20000¢, and the vertical confinement
frequency is changed f, = 19.75 Hz to f, = 18.75 Hz by step of 0.5 Hz. The ion wake parameters
are ¢, = 0.3 and Sw = 0.3. The red lines show the hybrid mode. The dashed curves show the
imaginary part of 2. The region outside of the first Brillouin zone at § = 0° and § = 30° are
greyed.

between the out-of-plane and in-plane compression modes is strong, their polarizations become
oblique (i.e. in the plane formed by k and the vertical axis but with mutually orthogonal
eigenvectors) and are therefore not purely out-of-plane nor in-plane any more. They can thus
be seen in the in-plane and out-of-plane wave mode spectra simultaneously.

Finally, distinct thresholds are necessary to trigger the mode-coupling instability. Obviously,
the mode needs to cross which leads to confinement and dust particle density thresholds [115]
157]. Secondly, the growth rate of the instability needs to be higher than neutral damping
to lead to an instability and the mode coupling-induced melting. The detailed feature of
the hybrid mode and the resulting mode-coupling instability are discussed in great details in
Refs. [150, 157] and in Sec. 3.3] Note that mode-coupling instability also exist in 2D fluid
complex plasma monolayer [2] but with the following specificities: no confinement and dust
particle density thresholds and a higher growth rate for the instability leading to conditions
for which both the crystalline and the fluid states are possible (no crossing of the modes in the
crystal state and MCI growth rate high enough in the fluid state to prevent crystallization).
This has implication for the stability of 2D complex plasma crystals (see Sec. (3.3 and Ref.[115])
and the melting dynamics of 2D complex plasma crystals (see Sec. |3.3| and Refs|[164H166]).

38



Frequency (Hz)

Frequency (Hz) Frequency (Hz)

Intensity (log. scale, arb. units)

Frequency (Hz)

-4.5 -3 -1.5
Intensity (log. scale, arb. units)

4
Intensity (log. scale, arb. units)

Figure 3.13 — (Reproduced from Ref. [I57]). Current fluctuation spectra (wave mode spectra)
for “shallow” mode intersection (molecular dynamics simulations). Shown are the DL modes
(positive branches) for k at (a) # = 0° and (b) = 30°. (¢) Spectrum in the k-plane integrated
over frequency (in the range between 10 Hz < f < 14 Hz). Note that the elementary cell
is rotated by 30° with respect to Fig. |3.9 Simulations are for N = 16384 particles of mass
m = 6.1 x 10712 kg and charge Q = —18500 ¢, a screening length A = 600 um, and a damping
rate v = 0.87 s~!. The horizontal and vertical confinements have eigenfrequencies fc((l:r)lf =

0.11 Hz and fc(;)lf = 14.03 Hz, respectively. The lattice constant in its center is A ~ 612 um
(k = A/X ~ 1.02). The wake parameters are ¢ = —0.2Q) and 6 = 0.3\. The dashed lines
show the border of the first Brillouin zones, solid lines in (a) and (b) are theoretical curves. In
(c) the calculations for the upper right quadrant are mirrored in other three (shown in lighter
colors). (d) Mixed polarization near the hybrid mode (simulations). Shown are the fluctuation
spectra with the transverse out-of-plane (a) and longitudinal (b) polarization, for k at § = 30°
Arrows indicate traces of mixed polarization. Far from the hybrid mode (i e. the “hot spots”)

the modes become purely out-of-plane (top) and in-plane (bottom).
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3.2 Nanoparticle growth

3.2.1 General motivations

Dust is observed in many industrial [5] or laboratory plasmas [I]. When dust particle are
homogeneously formed in the plasma, they are generally spherical. Dust can also be created
as a result of the flaking of thin layers deposited on reactor walls. They pose a contamination
problem in PECVD plasmas [92], etching plasmas [167], etc. During thin film deposition using
plasma processes, the highest deposition rates also lead to the formation of large amounts of
dusts in the plasma [23] 168].

However, dust does not only form in laboratory plasmas but also in the cold plasma on board
fusion reactors. [6, [7, 169-178] In tokamaks, they can be produced in large quantities. They
result from the physical erosion (sputtering) of the walls by high flows of energetic particles .
In addition, abnormal events such as disruptions, arcs and other instabilities can lead to the
melting or the sublimation of parts of the reactor walls [I78]. Some of the eroded material
contributes to the formation of dust of various sizes and shapes. For sizes ranging from a
few micrometres to a few millimetres or more, wall fragments, irregular grains from brittle
redeposited layers, chips from thin layers and fibrous particles are observed [175, 179 [180].
For smaller dusts, primary spherical particle (PPs) are observed and grouped into macroscopic
agglomerates in which nanotubes have also been observed . These PPs can aggregate to form
chains of particles and dense spheres as also seen in plasmas used for materials processing
(deposition, etching, etc.) [I70, [I7I]. These PPs are either condensed from the sputtered
materials or from multiple collisions between atoms and molecules released from the reactor
walls. In particular, in tokamak with graphite walls, radicals from hydrocarbon gases can
polymerise through specific chemical pathways to form macromolecular precursors to dusts.

Although not a serious issue on current tokamaks, dust will pose serious problems in the
future International Thermonuclear Experimental Reactor (ITER) in which dust production
will increase by several orders of magnitude[I81]. A significant accumulation of dust can degrade
the performance of ITER, increased tritium inventory on the walls (not available for core plasma
reactions), lead to production of radioactive (mainly tungsten) and toxic (beryllium) dust,
production of hydrogen by reaction with steam in case of loss of coolant event, explosive risk
of dust after hydrogen production, contamination of the environment after accidental venting,
contamination of core plasma, etc [182].

To limit wall erosion in ITER, two materials were chosen: beryllium for the main wall
where particle fluxes are the lowest, tungsten for the divertor where particle fluxes are higher.
Tungsten was chosen for its good thermomechanical properties and for its high sputtering
threshold by DT ions (~220 V). The choice of these elements is not without risks: the melting
point of beryllium is low (~1200°C). The injection of tungsten into the core plasma can lead
to the extinction of fusion reactions. Although strongly studied until the mid-200s, graphite
was abandoned as a tokamak wall material because of its high tritium retention capacity due
to its very high reactivity with hydrogen and its isotopes [I83] (the physico-chemical erosion of
graphite walls leads to co-deposited thin layers, i.e. containing deuterated and tritiated carbon,
resulting in a loss of fuel for the core plasma as observed in the JET tokamak) . Dust can thus
increase the inventory of (radioactive) tritium on the reactor walls up to the safety limit on
hot surfaces in order to avoid the risk of explosion in case of a LOV in particular in the shaded
areas (not exposed to the plasma) likely to be exposed to the air for element removal (ITER
administrative limits: 11 kg Be and 77 kg W) [182].

The original objective of this research activity was thus to study the formation of tungsten
nanoparticles in conditions simulating some aspects of divertor plasmas. These research was
included in one of the research axis of the PIIM laboratory (CNRS/Aix-Marseille Université)
with which I was affiliated from 2011 to 2018: fusion science and tokamak physics. These
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studies rapidly evolved to more fundamental studies on nanoparticle growth dynamics and
transport in different kind of laboratory discharges. In Sec. [3.2.2] T present the results on
tungsten nanoparticle growth in direct-current (DC) argon discharge. In Sec. [3.2.3] T present
the results on the characterisation of a DC magnetron discharge used for the growth of metal
nanoparticles. Finally, in Sec.[3.2.4] I present the results on particle growth in highly magnetised
radio-frequency discharges.

3.2.2 Nanoparticle growth in direct-current glow discharge

This work was performed in collaboration with Dr C. Arnas group (PIIM laboratory, CNRS,
Aix-Marseille Université) in particular, Postoctoral fellow: Dr. Kishor Kumar K. The main
objective was to study the synthesis of tungsten (W) nanoparticles by sputtering in a direct
current argon glow discharge equipped with a tungsten cathode.

Experimental setup

The system consisted of two parallel electrodes separated by 10 cm and enclosed in two glass
half-cylinders. The 10 cm diameter cathode was surrounded by a ceramic support so that only
one side was exposed to the plasma. The cathode was facing a grounded stainless steel anode.
To facilitate optical diagnostics, the glass half-cylinders were separated by 1 cm gap that faced
the vacuum chamber optical ports. A hole in the centre of the anode allows the collection of
nanoparticles produced on mirror polished stainless steel samples (see Figure [3.14)).

We worked at a (relatively high) constant argon pressure of 60 Pa and a t a fixed current of
40 mA. The power supply adjusted automatically the discharge voltage. Under these conditions,
an estimate of the fluxes of fast particles (ions and fast neutral atoms due to charge exchange)
was calculated in order to evaluate the sputtering rate. The voltage at the cathode being about
-600 V, the flux of particles reaching the cathode was ®; ~ 7 - 10" ¢m™2/s and the sputtering
rate was T ~ 3.8 %. Thus the flux of W atoms was @y ~ 310 cm~2/s. At the cathode exit
the average energy of the sputtered atoms was ~12 eV and the sputtered atoms thermalised
with the argon gas background in about ~1 c¢m. These conditions were thus favourable to the
formation of nanoparticles by homogeneous nucleation from the sputtered atoms.

Ceramic mount
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tube

Tungsten cathode
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assembly holder
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Pumping
Figure 3.14 — (Reproduced from Ref. [53]) Schematic of the DC glow discharge set-up.

In order to study the evolution of the plasma parameters, optical emission spectroscopy
(OES) was performed on different lines: Arl (763.5 nm and 800.6 nm coming from the 4P
level), ArlIl (454.5 nm), WI (498.26 nm), WII (341.66 nm), H, (646.28 nm). We used two
monochromators (Jobin-Yvon HRS, 600 mm focal length and, Acton Spectra Pro 25001, 500 mm
focal length) coupled to photomultiplier tubes (Hamamatsu R3896). Convex lenses and optical
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fibres collected the light emitted by the plasma ~1 cm under the cathode at the start of the
negative glow. The evolution of the electron density was measured by microwave interferometry
(Miwitron MWT 2650) and the dust collected on the stainless steal sample were analysed by
scanning electron microscopy (SEM) and transmission electron microscopy (TEM). More details
on the experimental protocol are given in Refs. [53, [55].

Main results

Probability

! ]
100 200 300 500
time (s)

Volume fraction (%)

100 200 300 500
time (s)

Figure 3.15 — (Reproduced from Ref. [53]) I-(a) Tungsten nanoparticles observed after a 120 s
discharge (SEM). Inset: corresponding PSD f itted by a log-normal distribution. (b) HR-TEM
image of a ~30 nm PP obtained after a 60 s discharge: it is an agglomerate of nano-crystallites
(2-4 nm) (identified by diffraction fringes, a few are circled). (¢) TEM image of particles
produced after a 300 s discharge. PPs and larger particles can be seen. The latter appear to be
an agglomerate of PPs. The corresponding PSD is shown in the inset. (d) Zoom of the selected
edge region of one of the big particles in (¢), showing nanocrystallites.. II-(a) Probability of
finding a particle of a given diameter at a given time. (b) Fraction of the total particle volume
occupied by particles of a given diameter at a given time.

Representative electron microscopy images of nanoparticles produced in the discharge are
shown in Fig. [3.15}. Histograms showing the particle size distribution (PSD) of the collected
nanoparticles for different discharge durations are shown on the inset of Figures [3.15}1-(a) and
~(¢) (for discharge duration of 120 s and 300 s). In Fig. [3.15}1-(b), the structure of a primary
particle (PP) of ~30 nm diameter can bee seen. These PPs are made of ~2-4 nm nanocrystal-
lites (evidenced by the diffraction fringes on the HR-TEM image). These nanocrystallites are
the smallest structures formed but have never been observed individually. For long discharge
duration, large particles appearing to be agglomerates of PPs are observed (Fig. [3.15}1-(c)).
PSDs can be described accurately by log-normal distributions up to ~200 s. For longer dis-
charge durations, a second hump corresponding to larger particles appears in the distributions.
In Fig. B.I5HI, the evolution of the PSD and o f the volume fraction of the nanoparticles are
presented. It can be seen that PPs are present for all plasma durations and are always the
most numerous although most of the tungsten (in volume) is found in the large particles for
long discharge duration. The appearance of the second bump in the PSD can be related to
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the formation of a second generation of nanoparticles in the plasma. More details are given in
Ref. [53] (a copy of which can be found at the end of this Section).
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Figure 3.16 — (Reproduced from Ref. [53]) ((a)-(d) Evolution of the cathode voltage V; and the
intensity of emission lines (Arl, ArIl, WI, WII, and H,) as a function of time. Vj is given for
reference in each case. The signals are divided into 4 phases: A, B, C, and D. (e) zoom of (a).
(f) Photo of the cathode fall and the start of the negative glow at the end of phase A. (g) same
as (f) at the beginning of phase (B).

During the formation of the nanoparticles, the discharge voltage, the electron density and
the intensity of different emission lines change significantly (see Fig. [3.16)). This evolution can
be divided into 4 distinct phases:

— Phase A: It corresponds to the first seconds after the ignition of the discharge. With
the naked eye, the luminosity under the cathode is uniform and decreases within a few
centimetres when moving away from it (see Fig. |3.16(f)). After the breakdown, the
absolute value of the discharge voltage |V;| decreases during ~70 ms until |V,| ~500 V
then increases again for 3-4 s until |V ~650 V. During this time, the intensities of all
emission lines increase at different rates. The argon lines increase rapidly for a few hundred
ms and at a slower pace thereafter. The W lines increase slowly during the entire duration
of this phase. The electron density which is relatively high after breakdown decreases to
its lowest measured value during this phase.

— Phase B: At the beginning of this phase, the discharge voltage decreases by ~15 V in
0.5 s. Visually, this corresponds to the appearance of an intense blue glow at the center
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of the cathode (Fig. (g)). |Va| then remains constant for about 30 seconds. During
this time the blue glow spreads slowly over the rest of the cathode surface. At the end
of this phase, |V,| starts to decrease rapidly. OES shows that at the beginning of the
phase, the intensities all emission lines are rapid growing (Fig. (e)). This increase is
the most important for WI lines. All line intensities reach a maximum during this phase.
The electron density increases during the whole duration of this phase.

— Phase C: |V,| decreases continuously during 200-250 s (AVy; ~150 V) until the end of
phase C. At this moment, the blue glow has spread over the entire cathode surface. OES
shows a decrease of the intensity of every lines. Argon lines reach their minimum at the
end of this phase and WII lines are no longer detectable. Electron density continues to
increase and reaches a maximum at the end of the phase.

— Phase D: V, increases slowly as well as Arl and ArlII lines. The intensity of WI continues
to decrease. The electron density also decreases.

The results obtained with tungsten are very different from those obtained by C. Arnas
on the production of nanoparticles by sputtering a graphite cathode [52, 53, [55]. The main
differences are:

— In the case of a graphite cathode, the evolution of the discharge voltage and the intensity
of the emission lines can be directly related to the growth kinetics of the nanoparticles and
the effects of their electric charge (electrostatic coupling)). More details in the references
[52, B5]

— Unlike carbon, the growth of the first generation of W nanoparticles does not saturate.
More details in references [53), 55|

Some of the observed differences can be explained by the specificities of tungsten. Here is
a summary of the detailed explanation given in Reference [53]:

— Tungsten oxide has a lower secondary electron emission coefficient than pure tungsten for
ions striking the cathode with kinetic energies less than 100 eV [184, [185]. However, at a
pressure of 60 Pa, the average energy of ions striking the cathode is 50-60 eV. Moreover,
the sputtering rate of tungsten is higher than that of its oxide [186],[187]. The base vacuum
of our vacuum chamber being around 10~% mbar, an oxide layer is rapidly formed between
two discharges. During phase A, this oxide layer is sputtered away and as soon as pure
tungsten is exposed the secondary emission and sputtering rate increases explaining the
|Va| drop and the increase of all other signals at the beginning of phase B.

— Tungsten has a lower ionisation energy than argon (7.86 eV and 15.76 eV, respectively).
Tungsten ionization energy is in addition lower than the excitation energy of argon to
metastable levels (11.56 eV and 13.15 eV). A part of the injected tungsten is thus ionised,
explaining the increase of the WII lines intensities and the increase of the electron density.

— During phase C, the modifications of the surface state still play an important role but
the presence of the nanoparticles increasingly influences the plasma, explaining the slower
pace of evolution of all signals.

— In Phase D, nanoparticles have a major influence on the plasma and the discharge pa-
rameters evolve as expected (i.e. as in graphite cathode discharges). As the particles
capture more and more electrons, |V,| increases to maintain ionisation, the electron den-
sity decreases and the intensity of the argon lines increases following |V;| and indicating
a probable increase of the electron temperature.

The main assumption made so far when growing nanoparticles in a laboratory discharge is
that they remain trapped in the discharge volume for the duration of the plasma until they
are to big and fall due to gravity or their number density is too high so that repulsive forces
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overcome confining forces (as it is observed in cc-rf discharges [15] 110, 112]). Consequently,
the dynamics of the NP cloud in the DC discharge needed to be investigated in order to
confirm or not this assumption. For this purpose, a 2 cm vertical laser sheet was installed on
the experimental set-up. Its vertical position between the two electrodes could be adjusted.
The scattered light was recorded at 90°¢ with a CCD camera (Basler ACE acA1300-60gm)
operating at 1 frame per second with an integration time of 0.5 s. This low frame rate and
long integration time were necessary to detect the weak signal due to the laser light scattered
by the nanoparticles. Moreover, in order to verify whether the nanoparticles remained trapped
throughout the discharge, stainless steel samples positioned at the centre of the anode were
now exposed to the plasma for selected period of times after plasma ignition and then analysed
by electron microscopy.
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Figure 3.17 — (Reproduced from Ref. [54]) (I) Normalised size histograms of the nanoparticles
collected on samples exposed to the plasma at different times after discharge ignition. (a) and
(b) correspond to two different experiments. In the inset of (a), the normalized size distribution
of particles collected at the end of a 500 s discharge is shown. In the inset of (b): SEM image of
nanoparticles collected on a sample exposed to the plasma from 200 s to 300 s after ignition.(IT)
Top: Evolutions of cathode voltage Vg (right axis) and the scattered light intensity recorded
by the camera at different distances from the anode (left axis). The two highest positions are
outside the laser light sheet and serve as reference for the residual plasma light. The lowest
position is the light recorded in the anode sheath. Bottom: Snapshots from the video (the laser
light sheet was grazing the anode.

In Fig[3.17H, the PSDs of the particles formed in two different experiments are presented.
It can be seen that at all exposure times, nanoparticles were collected on the samples demon-
strating that the nanoparticles are in fact not confined in the DC glow discharge: the later the
sample were exposed after plasma ignition, the larger the collected nanoparticles were. Fur-
thermore, an important difference with the previously discussed results is that the distributions
were monomodal even for long times after plasma ignition. However, the PSD of the nanopar-
ticles collected on samples exposed to the plasma when the power supply was turned off (in
the inset of Figure [3.17H-(a)) is similar to the results obtained in the previous studies with the
observation of a PPs peak at ~30nm [53].

In figure [3.I7}I, the evolution of intensity of the scattered light recorded at different posi-
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tions above the anode is presented. At the bottom of the figure are snapshots from the video.
It can be seen that the NP cloud was detected after about 150 s. It is initially homogeneous
and then compressed towards the anode. After a few hundred seconds, a new dim cloud of
nanoparticles was visible above the main (original) cloud and must certainly correspond to the
PPs collected on the sample when the discharge is turned off.

The deconfinement of the particles can be explained by the thermophoresis force and gravity
which are only partially compensated by the ion drag force and the electrostatic forces at the
anode sheath of the DC discharge. Indeed, due to a relatively low electron temperature (~ 0.1
eV) [I88] and a weak electric field in the anode sheath (1-20 V/cm at the boundary between
the negative glow and the anode sheath) [I89], the electrostatic forces cannot compensate for
the other forces for particles larger than a few tens of nanometres. The observation of a PPs
peak at ~30nm can be explained by the constant nucleation and growth of nanoparticles in the
upper parts of the discharge (on the cathode side at the beginning of the negative glow) where
favourable conditions for nanoparticle formation prevail almost permanently. More details are
can be found in Ref.[54] (a copy of which can be found at the end of this Section).

In order to obtain more information on the evolution of the size and density of nanoparticles
in the plasma, a light extinction spectrometry (LES) diagnostics was added to the experimental
set-up in addition to the light-light scattering. The experiments were perform in collaboration
with Dr F. Onofri and Dr S. Barbosa from IUSTI laboratory (CNRS/Aix-Marseille Université).
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Figure 3.18 — (Reproduced from Ref. [56]) (I) Schematic of the modified experimental setup.
(IT) Typical snapshot of the scattered laser-light 45 s after plasma ignition: (a) raw image, (b)
same as (a) with an edge detection filter applied to the image. The horizontal arrows show
the position of the lower edge of the laser-light sheet positioned 2 cm below the cathode. The
white oblique arrow shows the upper edge of the nanoparticle cloud. The vertical dotted line
indicates the position of the central axis of the discharge. (III) (a) Snapshots of the scattered
laser light at different times after plasma ignition. The dotted green lines show the positions
of the lower and upper edges of the laser-light sheet positioned 3.4 ¢cm above the anode. (b)
Distance of the upper edge of the nanoparticle cloud (1% generation) to the anode on the central
axis of the discharge as a function of time (data extracted from the laser light scattering results,
accumulated over 21 experiments). The red line represents the mean position and the dotted
green lines the error bar at 3o.
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LES consists in measuring the extinction at all wavelengths of a white light beam crossing
the discharge from one side to the other (see diagram in figure reffig:scatteringLES-I). The
transmitance Tj,mpqq is @ decreasing exponential function whose argument is the product of the
length of the line of sight L (i.e. the width of the NP cloud) with the turbidity 7 of the NP
cloud. The latter is the product of the nanoparticle number concentration N with the average
extinction cross section C,,; of the nanoparticles illuminated by the probe light beam. C.,;
is an integral quantity that depends on the effective cross section of each nanoparticle (shape,
size, refractive index, etc) and its statistical weight in the cloud. The transmission equation is
often written in its discrete and linearized form:

In(T(\)) = —NL ZD: Ciin; (3.59)

Jj=1

where C}; is the extinction cross section weighted by the statistical weight of nanoparticles
belonging to the size class j (with 7 = 1,2,... Mp where Mp is the maximum size taken
into account) and for wavelengths \; (with i = 1,2,... K;, ot K; is the maximum number of
wavelengths considered), n; is the normalised number density associated with the nanoparticle
size class centred on diameter D;. In this study, compact tungsten were assumed for the
inversion of the transmittance equation. The details of the method as well as the justification
of our nanoparticle model (compact sphere) are discussed in Refs. [56], 57]. (a copy of Ref. |56
can be found at the end of this section).
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Figure 3.19 — (Reproduced from Ref. [56]) (I) Raw transmittance spectrum. (II) (a) Temporal
evolution of mean diameters (represented by squares or by circles) and the associated standard-
deviations (represented by bars) measured by LES at a height h = 2.8 cm from the anode. A
bimodal PSD is detected, its large mode is represented by the circle line, while its small mode
is represented by the square line. (b) Temporal evolution of N, as well as aN and (1 — «)N
associated with the small and large modes of the PSD, respectively (« is the fraction of small
particles). (IIT) Evolution of the particle size reached at the minima in transmittance.

Thanks to LES, a detailed time-resolved study of the tungsten nanoparticle cloud growing
in a DC discharge was performed. Here is a summary of the main results:

— The shape and composition of the nanoparticles were studied ex-situ by electron mi-
croscopy (scanning, transmission, wide angle transmission dark field imaging, Raman
spectroscopy). The previous results were confirmed: NPs are compact spheres of tung-
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sten nanocrystallites. This allowed the use of the refractive index of pure tungsten and
LES data w ere analysed assuming compact spheres.

— Laser light scattering from a vertical laser sheet positioned at different heights in the
inter-electrode gap showed that the nanoparticle cloud is pushed towards the edges of
the discharge and the anode (see figures H and IH), the emptied area becoming
favourable to the nucleation of new nanoparticles.

— The evolution of the PSD and the number density N were studied in situ by LES. A
transmittance spectrum and associated inversion results are presented in Figures [3.19
I and [3.I9}HI. By combining the results of measurements at different positions in the
inter-electrode space, LES revealed a phase of nanoparticle growth by agglomeration,
followed by the appearance of a second NP generation. The agglomeration phase was
identified by a sudden change of the PSD from monomodal to bi-modal (figure [3.191
at t ~ 180 s) followed by a gradual disappearance of the smaller NPs. The results also
confirmed that the second generation of nanoparticles appeared in the space freed by
the first generation. At the transmittance minimum, while the PSD was bimodal at
all the positions studied, the average size of NPs belonging to the large mode of the
PSD increased when a pproaching the anode. On the contrary, the average size of the
NPs belonging to the small mode remained approximately constant (see figure IH).
These results suggest that agglomeration is triggered when the larger nanoparticles pass
through a cloud of smaller nanoparticles. NP thus grow by agglomeration until they
reach the anode. The largest particles are thus agglomerates of small particles of ~35
nm. This result is compatible with our previous results obtained by electron microscopy
measurements on particles collected at the centre of the anode [53H55] and discussed at
the beginning of this section.

The LES diagnostics as well as the results obtained are discussed in great details in the
References [56, 57].

In this subsection, I have summarised the main results from tungsten NP growth investiga-
tion in a dc argon glow discharge [53H57]. It was shown that the NP growth and transport is
very specific to the cathode material and that the cloud of growing NP exhibits a very complex
dynamics.

3.2.3 Characterisation of a direct-current planar magnetron discharge
used for nanoparticle growth

Magnetron discharges have been used since many decades for thin film deposition [190].
In a planar magnetron discharge, permanent magnets positioned behind the cathode create
permanent magnetic fields used to trap electrons near the cathode region. It allows plasma
production at relatively low pressures [191], 192] and favours cathode sputtering by energetic
ions accelerated in the cathode sheath[I93]. In magnetron device, inert gases such as argon
(Ar) or krypton (Kr) are usually used for the deposition of metallic coating (copper, aluminium,
tungsten, etc) [190} 194H197].

Since the mid-1990’s, (RF and DC) magnetron sputtering is used in gas aggregation sources
(MS-GAS) in order to produce metal NP [198-206]. MS-GAS usually consists of a high-pressure
chamber where the magnetron discharge is located connected to a low pressure expansion
chamber where the beam of produced NP can be filtered and collected. NP are indeed formed
in the high-pressure chamber from sputtered cathode atoms. However, even though the use
of MS-GAS is relatively standard to produce NP of many different materials, very few studies
are devoted to the correlation of the parameters of the magnetron discharge with NP growth
dynamics [204], 207, 208]. The formation of NP in a DC planar magnetron discharge in argon
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occurs at relatively high pressures (10s of Pa) [209, 210]. In particular, the formation and
transport of tungsten NP in high pressure DC planar magnetron argon discharges have been
the subject of recent studies performed by C. Arnas at Aix-Marseille University (in which T am
an active collaborator) [22, [73], 211, 212].

The main goal of these studies was to complement our previous results in DC discharge in
which we have shown that dusts can be easily created by the sputtering of tungsten cathode and
that NP growth and dynamics is very sensitive to the discharge conditions (see Sec. . The
use of DC magnetron discharge allows a considerable increase of the plasma density and the
amount of sputtered material (conditions which are more relevant for tokamak edge plasmas).
Tungsten and aluminium targets were used and it was found again that it is relatively easy
to grow metal NPs [211]. Details studies on NP growth in a DC magnetron discharge using a
tungsten cathode have shown that the produced tungsten NP are core-shell type (monocrystal
core mainly in the metastable beta-tungsten phase surrounded by a tungsten oxide shell) [22].
The 2D mapping of the magnetic field, electron density, electron temperature and plasma
potential have revealed the correlation between the magnetic field and the existence of a plasma
potential well able to trap growing NP [212]. In a DC magneton discharge, NP transport is due
to electric, thermophoretic and ion drag forces which depend on NP sizes and their localisation
in the discharge which can explain the observed size segregation in the NP deposits on the
device walls [73]. Nevertheless, the high pressure regime of DC magnetron plasmas used for
NP production is still poorly understood.

In this Section, I will concentrate on the dependence of the plasma parameters on discharge
conditions in a conventional DC magnetron. The section is therefore a summary of Ref.[213] (a
copy of which can be found at the end of this section). Here, contrary to Refs. |22} [73, 212], an
aluminium (Al) cathode was used. The background gas was again argon. The dependence of
the plasma parameters on the argon pressure (pa,) and the discharge current (/4) was studied.
The current—voltage relations of the magnetron plasma were established and optical emission
spectroscopy (OES) measurements on Ar I and Al I lines were made. Finally, the different
plasma parameters (n., T, and plasma potential V,) were also measured using a cylindrical
Langmuir probe. A collisional radiative model including self-absorption corrections was used
to find the argon metastable atom density, aluminium atom density, electron temperature 7,
and the electron density n., and compared to probe measurements. Note that this studies was
performed in collaboration with Dr Mitic (Justus-Liebig-University, Giessen, Germany) and as
also involved PhD student, Mr J. Moreno.

Experimental setup

A planar unbalanced DC magnetron source (mcse-ROBEKO) was used for the experiments.
An aluminium cathode with a diameter of 3 inches was used and was facing a grounded stainless-
steel anode positioned 10 ¢cm below. A grounded guard-ring of 2 cm width and 1 e¢m height
and ~7.4 cm inner diameter surrounded the cathode assembly [see Figl3.20}(I)]. Two glass half-
cylinders separated by a a 1 cm gap were used to confine the plasma (and the produced NPs).
The gap was necessary to perform optical emission spectroscopy (OES) and Langmuir probe
measurements. The discharge assembly was installed in the same stainless steel cylindrical
vacuum chamber described in Sec[3.2.2] More details about the experimental set-up can be
found in Refs. |22, [73], 212] 213].

An argon pressure between 10 Pa and 40 Pa (constant flow of 5 sccm) was set during the
experiments. A current-regulated DC power supply (Glassman HV, 1 A-1 kV) was used to bias
the cathode and maintain the discharge current at a constant value (from 100 mA to 500 mA).
The cathode was actively cooled with a flow of ~ 1 L/min of water at room temperature.
Before each series of experiments, the cathode was cleaned by of low pressure (~ 107! Pa),
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Figure 3.20 — (Reproduced from Ref. [2I3]) (I) Schematic of the experimental setup. The
red lines depict the magnetic field lines. The top right inset shows the state of aluminium
cathode after the experiments. Note the circular sputtering track. The bottom right inset
shows a scanning electron microscope image of aluminium nanoparticle grown in a plasma with
Iy = 300 mA at pa, = 30 Pa for a plasma duration of 60 s. (II) Langmuir probe IV curves
(a) Raw curves for different discharge parameters. (b) Zoom on the ion part. (c) Zoom on the
transition part in semi-log scale. (IIT) Example of measured optical emission spectrum

high current (>0.5 A) plasma pulses. Under the chosen operating conditions, the cathode was
sputtered and aluminium nanoparticles could be grown [see bottom right inset of Fig|3.20
(I)]. Each experimental measurements were made after the discharge had reached a steady
state (constant V. and optical emission intensities) in order to minimize the effect of changing
cathode surface conditions and the effect of growing nanoparticles in the plasma [53), 214H216].

A cylindrical Langmuir probe (tungsten filament, 300 pm in diameter, 11.28 mm long)
was used to measured plasma parameters ~3 cm above the anode on the discharge axis (see
Fig.[3.27)) (region where the magnetic field is sufficiently low to consider unmagnetised electrons
and where the magnetic field lines are perpendicular to the probe axis, allowing us to use stan-
dard probe analysis). The quite large distance to the cathode (~ 7 ¢m) allowed measurements
in a region where the expected NP number density is low [208| (additional laser light scattering
experiments seemed to indicate that there were indeed no trapped NP in the probed region)
and where the aluminium coating of the probe assembly develops slowly enough to obtain
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reproducible probe characteristics for the duration of the experiment (each measurement was
repeated 3 times to check reproducibility and averaged out to obtain the I, — V}, curves). The
probe current-voltage (IV') characteristics was obtained by ramping the probe voltage V}, from
-35 V to +10 V by step of 0.33 V. Depending on the discharge parameters and probe bias, the
probe current [, varied from ~ —100 pA to ~ 435 mA. Raw IV characteristics are shown in
Fig[3.20-(II).

OES studies of the discharge plasma were carried out using a monochromator (Acton Spec-
tra Pro 25001, 500 mm focal length) coupled to a photomultiplier tube (Hamamatsu R3896).
Convex lenses and an optic fibre were used to collect the emitted plasma radiation, ~1.5 cm
below the cathode where the line of sight crosses the high density plasma ring below the cathode
(see Fig.). A study with a tungsten cathode showed that nanoparticles might be trapped
on the edge of the last magnetic arch (~4 cm below the cathode) [212]. Consequently the
line of sight used for OES measurements can be considered mostly free of large nanoparticles.
However the presence of transiting small NP pushed by thermophoresis and the electric force
is very likely according to the deposit seen on the different surface [73]. In order to the relative
intensities of each spectral line, the OES spectra were calibrated in intensity using a spectral
radiance calibrated SphereOptics SR-3A integration sphere placed in front of the light collection
system (glass window, convex lenses, optic fibre, monochromator, and photomultiplier tube).
An example spectrum is shown in Figl3.20}(III).

Main results

The measured current-voltage relation of the planar magnetron discharge measured for 4
argon pressures and for currents varying between 100 mA and 600 mA is shown in Fig. [3.21]
Being strongly dependant on the background gas pressure and the dynamics of the sputtered
cathode atoms, it can provide indirect information about the sputtering rate in the magnetron
[217]. However, magnetron current-voltage relationships also depend on the gas-target combi-
nation, the secondary electron emission rate due to ion impact, the design of the magnetron,
the magnetic field strength, and other experimental parameters [218]. As can be seen, the
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Figure 3.21 — (Reproduced from Ref. [213]) Discharge current I; as a function of the cathode
voltage V, for different argon pressures. Fach Iy — V. curve is fitted by a power law curve of
the form Iy = k- V". The value of n obtained for each pressure is given in the inset.

measured [; — V. characteristics obey the relation:

Ii=k-V" (3.60)
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When increasing the argon pressure from 10 Pa to 40 Pa, the exponent n increases from n ~ 12
to n ~ 23. According to Ref. [I91], it means that electron trapping in the plasma is more
efficient at high pressures. Since collisions with the neutral background are more frequent at
high pressures, the secondary electrons emitted by the cathode due to ion and fast neutral
bombardment with a non-zero energy are less likely to be recaptured by the cathode due to
gyration around the magnetic field lines [219] 220]
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Figure 3.22 — (Reproduce from Ref. [213]) Evaluated densities of Ar 1s states

The plasma was also characterised by Langmuir probe measurements. However, due to the
high sputtering rate of aluminium by argon which resulted in a fast coating of the probe making
the measurements unreliable after only a few tens of seconds of exposure of the probe tip to
the plasma, the measurements were therefore limited to a reduced set of currents and pressures
(I3 = 300 mA and I3 = 500 mA for pressures between 20 Pa and 40 Pa).

In Fig. [3.20}(II), raw Langmuir probe IV characteristics are shown for different conditions.
Analysis indicated quasi-Maxwellian electron energy distribution functions [see Fig. Fig.
(IT-¢) and inset of Fig. [3.22}(I-b)]. Using both the Langmuir analysis [221] and Druyvesteyn
analysis [222], n. and T, were extracted. The two methods gave similar results and the average
values of n. and T, are shown in Fig. [3.22}(I). Since the measurements were made far from
where the electrons are confined by the magnetic field, the reported n, values are at least one
to two orders of magnitude lower than that in the magnetic arch above the cathode surface. In
addition, the electrons are colder by about ~1 eV [204] 212]. Consequently only the trends can
be here analysed.

As expected, the highest plasma density are obtained for the highest currents (Fig. [3.22}(I-a)).
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The values of electron density (n. ~ 2.5- 10 em™ at I3 = 300 mA and n, ~ 5- 10" cm™3 at
I3 = 500 mA) are in agreement with those observed in experiments using a tungsten cathode
[212] or using a titanium cathode [204] with similar discharge currents and background gas
pressures. The plasma density is only weakly dependant on gas pressure (a small decrease
is even observed when increasing the background gas pressure at constant discharge current).
Increasing the pressure results in a decrease of the electron temperature [from 0.65 eV down
to 0.55 eV, see Fig. [3.221(I-b)|. On the contrary, electron temperature is almost independent
of the discharge current. However, the measured electron temperatures are lower than those
measured in the same setup using a tungsten cathode [22 212] but close to the one measured
under similar experimental conditions with a titanium cathode [204].

Optical emission spectra (from 300 to 830 nm) were also used to evaluate the plasma pa-
rameters as a function of the argon pressure and the discharge current. The spectra consist of a
set of most prominent argon lines in the red and near infra-red range as well as a few strong Al
transition lines close to the UV range. The spectra were analysed by Dr Mitic (Justus-Liebig-
University, Giessen, Germany) using a collisional radiative (CR) model based on his previous
work [223| 224]: the argon spectra were first analysed using the line branching method in order
to estimate the argon 1s state densities by comparing measured intensities of lines originating
from the same excited level, to the theoretically estimated ratios (ratios of the Einstein coeffi-
cients for spontaneous emission). Self-absorption mechanism could be included [225] depending
on the densities of the lower state of the considered transitions (in this case two sets of lines
transitioning to the same two lower levels (e.g. Ar(1s4) and Ar(1s5)) lead to the evaluation of
the lower state densities). The evaluated Ar(1s) states densities were further used as an input
parameter in the rate balance equations describing populations of Ar(2p) states. Then, steady
state solutions of the rate balance equations, for different Ar(2p) levels, were further used to
describe emitted radiation including the radiation trapping effects (self-absorption). The re-
sulting modelled spectra could be calculated for different electron temperatures and compared
with the measured spectra until the best fit was found. The line branching method was also
used for the characterisation of the aluminium-containing plasma by comparing the intensities
of emission lines terminating on the ground states (Al(3p[1/2]) and Al(3p[3/2]|) multiplets)
(hybrid Al/Ar CR model). It provided an estimation of the Al atom density in the plasma.
While the structure and the energy of the argon levels and the associated CR relations are well
know, only partial information is available for the Al energy levels and the associated radia-
tive coupling. The results obtained from the Al/Ar CR model are therefore not as precise as
the result obtained by the Ar CR model (strictly speaking only valid for pure Ar plasmas).
All the details concerning the CR models and the associated data analysis can be found in
Refs. [213], 223] 224].

The results obtained by OES and CR modelling analysis are shown in Fig. [3.22-(II). The
overall trends are more or less similar to the Langmuir probe results (highest plasma density
obtained for the highest currents and high background gas pressure results in low electron
temperature). However, the results obtained by the different methods and techniques should
be carefully discussed. Indeed, the strong spatial inhomogeneity of the DC planar magnetron
discharge and the modification of the plasma glow due to changes of pressure and power must be
taken into account. Thus, Langmuir probe measurements taken further away from the cathode
provide values characteristic of the positive column of a DC magnetron discharge, while the
OES measurements closer to the cathode characterise the more energetic high-density plasma
ring confined by the magnetic arch. Below are the similarities and differences:

— At fixed current discharge current I, a background gas pressure pa, increase leads to
an electron temperature decrease. No clear trend for the electron density is observed:
a small decrease of the electron density is observed with Langmuir probe measurements
when increasing the pressure while OES measurements analysed with the Ar CR model
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favour a slight increase up to 30 Pa. Above 30 Pa, the trend depends on I4. The OES
analysis using the hybrid Ar/Al CRM tend to favour a steady electron density increase.
Since Langmuir probe measurement were made relatively far away from the “active”
plasma ring, they lead to much lower values of T, than OES measurements (7, ~
0.60 £ 0.05 eV compared to T, ~ 1.5+ 0.2 eV for OES with Ar CRM). Similar ex-
periments performed with a tungsten cathode reported a decrease of T, on the discharge
axis when moving away from the cathode [212], explaining the difference in the reported
values. Nevertheless note that the reported T is slightly smaller than 7, measured at the
same position when using a tungsten cathode (T, ~ 0.6 eV for Al and T, ~ 1 eV for W for
I3 = 300 mA and py, = 30 Pa [212]), and close to T, measured in the plasma of the con-
densation chamber of a MS-GAS (T, ~ 0.5 eV using a titanium cathode, Iy = 300 mA and
par = 34.5 Pa [204]). The measured n, are in agreement with literature data [204, 212]
and show only a slight dependence to the background gas pressure.

OES measurements were performed just below the cathode (line of sight going through
the high density plasma ring) unsurprisingly lead to higher T, but showed the same trend
as the Langmuir probe measurements. Using the Ar CRM, T, decreased from T, >~ 1.6 eV
at pa, = 10 Pa to T, ~ 1.3 eV at pa, = 40 Pa In addition, T, showed little sensitivity to
I4 (only a small increase of Tt is observed). The reported T, T is in agreement with liter-
ature data for the electron temperature in the plasma ring of the condensation chamber
of a MS-GAS [207]. The simultaneous use of aluminium and argon lines (hybrid A/Ar
CRM) lead to higher T,. However the pressure trend did not change. Not that with
the Ar/Ar CRM, the electron temperature reacts strongly to changes of the discharge
current, especially at the lowest investigated pressure. Both CRM have drawbacks that
could explain the observed T, discrepancies. Due to the low density of Ar(1s) states, the
excitation from Ar ground state by energetic electrons is the dominant process and sec-
ondary excitation are negligible. The method is thus impervious to low energy electrons
[224, 226] which results in large 7. uncertainties. Relative changes of electron density
were estimated using the evaluated electron temperatures in order to obtain the overall
response of the discharge to variations of pressure and current.

As expected, at fixed pa., an increase of I leads to an increase of n, while T is marginally
affected. Langmuir probe measurements (on the discharge axis and way form the high
density plasma confined near the cathode) showed density on the order of n, ~ 101 cm™3
(comparable to literature data [204, 212]). The density of the dense plasma ring just
below the cathode is one to two orders of magnitude higher [204] 212].

OES studies (using Ar CRM) show a linear increase of the relative plasma density with
I;. The hybrid Ar/Al CRM did not lead to a linear increase of n, at low pressure.
The differences in 7T, and n, obtained with the Ar CRM and the hybrid Al/Ar CRM
can be explained by the fact that the hybrid Ar/Al CRM takes into account low energy
electrons since the excitation of Al states is possible for electron energies as low as ~ 3 eV.
However the knowledge of Al collisional-radiative coupling constants and the excitation
processes cross-sections is quite limited and only a basic corona model was thus used for
the modelling of the Al excited state. Consequently, in case of pure Ar CRM, changes
of the discharge current is mostly reflected in electron density variations while in the
hybrid Al/Ar CRM T, is more sensitive to I4. This discrepancy is most pronounced at
low pressure.

In addition to T, and n., OES studies give access to the densities of the argon resonant
states (1sy, 1s4) and metastable states (1s3, 1s5) . The 1sz density is found to be almost
insensitive to Iq and ps,. However, at low pressure (10 Pa and 20 Pa), an increase of
I4 tends to increase the 1s3 density. The densities of all other states increase of with
increasing current and slightly decrease when increasing pressure at fixed I (particularly
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visible for the 1s; metastable state). Overall Ar(1s) state densities are much lower than
the neutral Ar density making excitation from ground state the dominant process. As
previously stated, under such conditions the estimation of T, based on the line ratio is
not very accurate and predominantly accounts for high energy electrons [224]. Therefore
T, can be systematically over or under estimated due to experimental errors.

T, estimated using the hybrid Al/Ar CRM is directly coupled to the aluminium atom
density through excitation processes and self-absorption of Al emission lines (strong in our
experimental conditions). The resulting aluminium atom densities were thus estimated
~ 10" —10'2 cm~3. This results is additionally justified considering that the line branching
ratio of the Al(394)/Al(396) lines imposes a lower limit on the Al atom density of ~
5 x 10'° em~2. The recovered Al densities reported in our experiment are slightly higher
than the ones reported in Ref. [227] (experiments at much lower pressures) and close
to the values reported for aluminium or titanium sputtering of under similar conditions
[228, 229).

To understand the influence of discharge conditions and the presence of aluminium atoms on
plasma parameters, a simple global particle and power balance model based on the methodology
found in Refs. [222 227] was developed. As in Ref. [227], the planar magnetron plasma is
reduced to a homogeneous half torus located above the cathode racetrack. The model only
takes into account the electron density n., the electron temperature 7;, the background neutral
argon density na, and the thermalised aluminium atom density na;. Direct impact ionisation of
argon and aluminium atoms and Penning ionisation of aluminium through collisions with argon
metastable atoms are considered. It is indeed known that Penning ionisation of sputtered metal
atoms through collisions with argon metastable states is important in magnetron discharges and
consistent with diffusive losses of argon metastables [230, 231]. The details of the model are
given in Ref. [213].

The results of the calculation are shown in Fig. (IH). As expected and as in experiments,
T, decreases with increasing pressure. The calculated T, values are close to the OES one.
Nevertheless due to the model’s numerous approximations, only qualitative comparison can be
made. Due to the lower excitation and ionisation thresholds of aluminium (3.2 eV and 6 eV,
respectively) with respect to argon (11.5 eV and 15.8 eV, respectively), the presence of a low
density of aluminium atoms (na; ~ 5 - 10" cm™2 (less than 0.3% of na, at pa, = 10 Pa)) is
enough to cool the electron by a few percent and might partially explain the relatively low
measured T,. Higher discharge currents lead in a small increase of 7T, and a linear increase of
ne. Note that the plasma density is almost insensitive to the presence of Al atoms. The model
allows to calculate the fraction of ions f; leaving the plasma towards the target (not shown).
It changes from around f; ~ 0.6 at pa, = 10 Pa to f; ~ 0.9 at pa, = 40 Pa. However, our
simple model does not include many relevant physical phenomena and cannot be used to obtain
quantitative values. For instance, it is known that increasing pressure leads to lower sputtering
rate due to the lower energy of the ion hitting the cathode. Moreover, the influence of power
and pressure on the racetrack width is ignored, as is the thermalisation of sputtered atom and
the heating of the background gas. Therefore, a high discharge current might not necessarily
lead to more sputtering and a higher aluminium atom density in the plasma. For example, at
the highest background gas pressure, collisions might results in smaller sputtering rate due to
the lower energies of the ions colliding with the cathode and thus a reduced aluminium atom
density [see Fig. [3.22}(ITa)].

For future studies, a more complete hybrid CRM will be developed. It will allow more
precise derivation of plasma parameters from OES measurements. Direct measurement of the
aluminium atom density through absorption spectroscopy is also planned. In addition, a careful
modelling of the planar magnetron discharge should also be performed in order to study the
influence of the sputtered aluminium atoms and their transport on plasma parameters.
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3.2.4 Nanoparticle growth in magnetised capacitivelly-coupled radio-
frequency discharge

In tokamaks, dust particles are formed by interaction of the plasma with the plasma facing
components [6, [7, T69-ITTL [178], 232H234]. Since fusion devices generally operate at high mag-
netic field intensity, understanding dust particle growth and transport at high magnetic field
intensity is of great importance.

Magnetic fields alter the transport of electrons and ions and thus the properties of a plasma
are affected by the presence of a magnetic field. In a dusty plasma subjected to low or moderate
magnetic fields (or equivalently for large enough dust particles) the effect of the magnetic field
on dust particle is weak and indirect, due to their very small charge-to-mass ratio. However,
even at low magnetic fields (B < 1 T), the fluxes of electrons and ions on the dust particle
is modified thus changing the dust particle charges and the different forces acting on them.
For example, the drag force resulting from the ion flow, of great importance for dust particles
dynamics, is directly modified. In moderately magnetised conventional discharges, NP growth is
easily achieved |22, [73, 210, 212], 235], 236]. In such discharges, the magnetic field trap electrons
and thus the plasma density is higher due to the resulting increase of ionising collisions. For
example, in planar magnetron discharges, metallic NPs can be grown and trap above the
cathode [22], [73, 210, 212]. In magnetron discharges, dust rotation arising from the ion E x B
drift is sometimes observed and can be used to enhance particle coating [196]. In electron
cyclotron resonance (ECR) discharges, NP growth is observed in the discharge regions where
the magnetic field is the highest [236] 237]. This results in the appearance of plasma potential
wells able to confine negatively charged NPs where the electrons are trapped (Lorenz force
must be considered for electrons dynamics and transport). NP growth can be monitored by
measuring the floating potential of a probe immersed in the ECR plasma.

In this Section, I summarize results on measurements of the characteristics of a highly mag-
netised cc-rf discharge and the characterisation of nanometre-sized particles formed in highly
magnetised chemically active plasmas published in Ref. [19] (a copy of which can be found at
the end of this section). This work was done in collaboration with the research group of Prof.
Ed. Thomas (Auburn University, Alabama, USA) and has involved many students and post-
doctoral fellow. Experiments discussed here were performed in the Magnetized Dusty Plasma
Experiment (MDPX) device using a modified cce-rf plasma source. Plasmas were generated in
pure argon (Ar) or in a gas mixture of argon and acetylene (CoHy). The magnetic field could
be changed from 0 T to 2.5 T. In this section, the changes of discharge parameters such as the
self-bias of the powered electrode due to the applied magnetic field in pristine argon discharge
as well as the effect on NP growth in magnetised Ar/CyHy discharges are discussed. The grown
NPs were also characterised using electron microscopy.

Experimental set-up

The experiments were performed in the Magnetized Dusty Plasma Experiment (MDPX)
device at Auburn University, Alabama, USA. Tt is multi-user, high magnetic field experimental
platform consisting of two main components: the superconducting magnets (extensively de-
scribed in Refs [238-240]) and a plasma chamber which can be changed according to the type
of experiments. For the NP growth studies in magnetised chemically active plasmas, the MDPX
device was operated in the vertical configuration (B || g). The cc-rf discharged was install at
the center of the experimental volume. In this region, a uniform magnetic field (AB/B < 1%)
was created by the four MDPX superconducting coils energised at the same current.

The cc-rf plasma source consisted of parallel aluminium electrodes installed at the center
of a 6-way cross vacuum chamber with 100 mm ISO ports (see Fig. [3.23). In order to ionise
the gas, the powered electrode was connected through a matching to a 13.56 MHz rf generator.
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Figure 3.23 — (Reproduced from Ref. [19]) Schematic of the electrode assembly installed in the
MDPX facility

Laser sheet

The rf power was set between 5 < Py < 30 W. The top (powered) electrode had a diameter of
50.8 mm and is surrounded by a grounded guard ring. During operation, the powered electrode
acquired a self-bias, Vj,.s which was monitored using a National Instrument data acquisition
card. The grounded bottom electrode had a diameter of 76.2 mm. A ~1 mm deep, 25 mm
wide 75 mm long notch was cut in its center to install microscopy glass slides needed to collect
the grown NPs.

Before each experiments, the vacuum chamber was pumped down to a base pressure of
~ 1 mTorr. Then, an argon flow 5< Qa, <10 sccm and an acetylene flow 0< Qc,p, < 2 sccm
were injected. Before the plasma was switched on, the pumping port opening was adjusted to
stabilise the pressure p inside the chamber to a value 200 mTorr < p < 600 mTorr. A MKS
Baratron capacitance manometer was used to monitor the pressure. The grown NP cloud was
then illuminated with a 532 nm, 100 mW green laser light sheet (~ 3 ¢m height, ~ 200 pm
width). The scattered light was recorded from the side port of the vacuum chamber at an angle
of 90° using a USB3-based, 2048 by 2048 pixel, Ximea model xiQ) camera (up to 90 frames per
second (fps)). Most experiments used a frame rate of 30 fps.

Main results

Pristine plasma

Before studying the NP growth process in magnetised plasma, the pristine argon discharge
behaviour as a function of the applied magnetic field intensity was first studied. For that
purpose, the operating pressure was set at p = 300 mTorr (Qa, = 7 sccm) and the forward rf
power was set at P,y = 20 W. A clean glass slide was installed in the bottom grounded electrode
notch to remain as close as possible to the NP growth conditions. Starting from a high initial
value (B = 2.5 T), the magnetic field was slowly ramped down to B = 0.0 T. The plasma glow
was continuously recorded by the camera at 1 fps and the powered electrode self-bias voltage
of the was continuously monitored. In Fig. (a), the evolution of the self bias voltage as a
function of B is shown and in Fig. (b), snapshots of the plasma glow for different magnetic
field strengths are presented.

As can be seen in Fig. (b), an increasing magnetic field intensity seems to induce a
stronger light emission from the plasma glow. In addition, the glow appears more localised
under the powered electrode at high magnetic field, indicating a strong confinement of the
plasma. With magnetic fields B > 0.25 T, plasma filamentation occurred: filaments tended to
be mostly localised at the edge of the powered electrode and the number of observed filaments
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Figure 3.24 — (Reproduced from Ref. [I9]) (a) Self-bias as a function of magnetic field strength.
(b) Snaphots of the plasma glow at different magnetic fields for pure argon plasmas. The argon
flow was Qa, = 7 sccm, the pressure was p = 300 mTorr and the rf power was P,, =20 W.

increased with the intensity of the applied magnetic field. Note that filaments were not fixed
and could move around the discharge. These filaments were also observed in the NP growth
experiments and their role on NP growth and dynamics remains unclear.

In Fig. 3.24}(a), it can be seen that, as expected, the self-bias voltage is negative at low
magnetic field because the surface area of the powered electrode is smaller than the surface
area of the grounded areas [I17, 122]. When the magnetic field increased, the absolute value
of the self-bias voltage decreased and reached 0 V at B~1 T. At magnetic field B 2 1 T, the
absolute value of the self-bias voltage started to increase again. Not that the ramping of the
magnetic field did not induced a noticeable change in the settings of the matching network and
therefore the impedance of the whole circuit (plasma + external circuit) seemed to remained
quasi constant. It can be deduced that, at a given forward rf power, the variations of rf peak
to peak voltage applied on the powered electrode remained limited and could thus not explain
the large variation of the self-bias voltage.

The physical mechanism of the self-bias dependence on the magnetic field intensity are
discussed in details in Ref. [I9]. The main idea is the following: the presence of the magnetic
field affects ambipolar diffusion, especially the diffusion perpendicular to the magnetic field. The
increase of the magnetic field results in a better confinement of the plasma under the powered
electrode leading to higher ionisation and reduced losses on the grounded surfaces naturally
(symmetrisation of the discharge) leading to a decrease of the self-bias voltage (in absolute
value). Complementary Particle-in-cell (PIC) simulations showed that the overall electric field
distribution is also changed by the applied magnetic field intensity which as implication for NP
confinement during the growth process.

Dusty plasma

The addition of acetylene (CyHs) to the gas enabled the growth of carbon NP. During
experiments, a Ar/CyHy gas mixture (Qa, = 7 sccem and Qc,p, = 1 scem) was injected in the
vacuum vessel and the pressure was stabilised to p = 300 + 2 mTorr before the plasma was
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ignited. As for pristine plasma experiments, the forward rf power was set to Py = 20 W. In
order to obtain an accurate view of the growth process, the discharge was pulsed manually with
a plasma duration t,, = 60 s followed by ¢, ~ 60 s off times.

In Fig. (13)7 the evolution of the vessel pressure normalised to the maximum pressure
during the plasma pulse is shown. As can be seen, the pressure slightly increased just after
discharge ignition up to a maximum p..,. This can be attributed to heating of the gas by
the gas discharge. Then, after roughly 1 s, the total gas pressure started to decrease. At
the end of the plasma pulse, the pressure was ~3-4% lower than the ignition pressure (well
bellow the normal fluctuations induced by the gas flow regulation system). Since the CoHy flow
was constant, it indicates that CoH, was partially dissociated. This behaviour was observed
for all applied magnetic fields. Note however that high magnetic field resulted in faster and
greater pressure decrease. At the end of every rf pulse, the pressure returned to its original
(pre-ignition) value within ~ 30 s.

(3)1.005

—B=0T
----- B=0.032T
---B=0.512T
B=0.768 T
0.995 /i t-i--B:l.()24 T

Time (s)

Figure 3.25 — (Reproduced from Ref. [I9]) (I) Evolution of (a) normalised chamber pressure
and (b) self-bias voltage as a function of time for different magnetic field strengths in Ar/CyHo
discharges. The argon flow was QQa, = 7 sccm, the acetylene flow was Qc,n, = 1 sccm, the
pressure before ignition was p = 300 mTorr and the rf power was P, = 20 W. (II) Images of
the scattered laser light at different instants after discharge ignition for: (a) B = 0.0 T, (b)
B =0.032 T and, (¢c) B =1.024 T. The other discharge conditions are the same as in (I). The
bright vertical and horizontal stripes visible on all images are reflections of the laser light on
the electrode assembly. On all images, a red horizontal curly bracket indicates the position
of the glass slide used to collect the dust particles. In (a) and (b), the oblique green arrows
indicate the edge of the void in which a new generation of dust particles can grow. In (c), the
horizontal blue arrow point to a dust density wave and the oblique purple arrows show dips in
the dust cloud induced by plasma filamentation. On all images except the magnified ones, a
sharpen filter has been applied to improve visibility of the different features.

The evolution of the powered electrode self-bias voltage of the V},;.s was also monitored and is
shown in Fig. (Ib) for different magnetic field strengths. The general behaviour reported in
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pristine argon plasma was again observed: the stronger the magnetic field, the lower (in absolute
value) the self-bias voltage of the powered electrode. However, in contrast with pristine argon
plasma, the self-bias voltage was not constant. It is known that plasma impedance is strongly
affected by the presence of growing NP (see for examples Ref. [241]) and that working at fixed
forward rf power leads to variations of the peak to peak rf voltage applied to the electrode and
variations the self-bias voltage directly correlated to the NP growth dynamics. Large self-bias
oscillations are linked to the growth of successive generation of NP [98], 242{245]. Thus, at low
or zero magnetic field, within the first 20 seconds after plasma ignition strong Vj,.s oscillations
could be seen. The strongest oscillations occurred at B =0.032 T (see Fig. [3.25}(Ib)). Note that
pulse after pulse, the recorded Vi.s signal shape was roughly reproducible (slight changes were
observed due normal modifications of discharge conditions, i.e. coating of the electrode, gas
purity, temperature of the electrode, etc.). Note that at the highest investigated magnetic field
(B =2.496 T), the powered electrode self-bias was surprisingly positive. In an electropositive
plasma (such as a pristine argon plasma), the appearance of self-bias on the powered electrode
connected to the rf generator through a blocking capacitor (matching network) is the irreversible
electron losses to the electrodes leading to positive plasma potential (with respect to ground)
[117]. Since the discharge is asymmetric (ie. grounded area are much larger than the powered
electrode area), different amounts of charge goes to each electrodes leading to a difference in the
dc electrode potentials (self-bias). In Ar/CyH, discharges with growing NP, the complicated
chemistry leads to the existence of many types of charged species (positive and negative ions
such as Art, CoHJ, CoH™, C4HY, etc) [100], 101, 246, 247]. Moreover, the high density of
growing NP reduces the electron density [248] (see also Sec. B.1.1). The observed positive
self bias is most probably caused by a modified charged balance at the electrodes due to the
complicated chemistry of the Ar/CsH, plasma and the presence of growing NP.

Fig. (II) shows snapshots of the scattered laser light sheet by the growing NP cloud for
different applied magnetic field intensities. Without applied magnetic field [Fig. [3.25}(ITa)] we
observed the well-known cyclic growth behaviour |20, 58], 59, T09-1111, 214] 249-253): the dust
cloud started to be visible on the camera ~ 15 s after plasma ignition, and occupied almost the
entire interelectrode region. A “void” (a region without visible NP) started to open at ¢t ~ 20 s
in the discharge in the middle of the gap below the powered electrode edge (see Fig[3.25}(ITa)
at t = 20 s). However, in our experiment, the void did not have the typical eye shape reported
in the literature. This is most probably an effect of the geometry of our experiment which is
significantly different from the discharge geometry used in other studies (size of the electrodes
and /or interelectrode spacing). New NP were then growing inside the void while the first cloud
was pushed towards the edges (see Fig[3.25}(IIa). With our chosen experimental parameters,
the growth cycle (appearance of a new NP generation in the “void”) was ~ 40 — 60 s, depending
on the number of previous plasma pulses. Density waves were observed near the lower electrode
as in similar experiments [254], 255]. These waves are known to favour the agglomeration of NP
[254, 256].

At low applied magnetic field [B = 0.032 T, Fig]3.25}(IIb)| direct imaging of the NP cloud
revealed a quicker NP growth. This matches with the faster gas pressure decrease during the
plasma-on phases and the observed larger oscillations of the self-bias voltage. The duration of
a NP growth cycle was then ~ 15— 20 s. Interestingly, the void is not symmetric any more (see
Fig[3.25}(ITb) at ¢ =20 s.). Moreover, the intensity of the scattered light was stronger close to
the top electrode sheath indicating a very dense NP cloud and/or the presence of large dust
particles.

At high applied magnetic field intensities (B 2 0.1 T), no growth cycles were observed
(i.e. growth cycle if they existed were longer than 60 s)). In Fig[3.25}(Ilc), snapshots of
the recorded laser light scattering at B = 1.024 T are presented but the observations were
qualitatively similar for other high magnetic field intensities. In each cases, a NP cloud above
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the grounded bottom electrode was rapidly detected [see Fig[3.25}(Ilc)], in agreement with the
fast gas pressure decrease observed after plasma ignition due to the dissociation /polymerisation
of acetylene leading to NP formation. Note that the NP cloud did not cover the entire grounded
electrode area but was instead locked near the edge of the glass slide (used for NP collection).
Depending on the experiment, the NP cloud extension above the glass slide changed. Laser light
scattering also revealed a quick agglomeration of the NP. Large individual particles levitating
above the grounded electrode indeed appeared on camera only a few tens of seconds after
plasma ignition (see Fig[3.25}(IIc) at ¢ =40 s and ¢ =60 s). NP also formed much closer to the
electrode compared to the cases with no and low intensity applied magnetic fields.
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Figure 3.26 — (Reproduced from Ref. [19]) (I) TEM images of dust particles grown for different
magnetic fields. (II) SEM images of dust particles grown for different magnetic fields. (a) 0 T,
(b) 0.768 T, (c) 1.024 T and, (d) 2.496 T. The other discharge conditions are the same as in

Fig[3.25,

In order to perform ex-situ characterisation of the grown NP under different values of the
applied magnetic field, NP were collected for 15 consecutive 60 s plasma pulses separated by
off period of 60 s (necessary for gas renewal). After each fifteen plasmas series, the electrode
assembly was thoroughly cleaned and a new glass slide was positioned in the bottom electrode
groove. The vacuum chamber was further cleaned with an argon oxygen plasma run ~15 min
at 20 W of forward rf power (any residual carbon coating was thus burnt away). Finally the
chamber was pumped down to its base pressure for a minimum of 30 min before proceeding
with the next plasmas series.

Fig. [3.26] shows scanning electron microscopy (SEM) images and transmission electron mi-
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croscocopy (TEM) images of NP grown at different applied magnetic field strengths. As can
be seen in Figs [3.26}(Ia) and [3.26}(IIa), the NP grown at B =0 T are almost spherical and
compact as reported in similar experiments [I02]. The observed NP have diameters ranging
from ~ 20 nm to ~ 250 nm in agreement with the existence of a few growth cycles during the
60 s plasma pulses. In the zoom of(Ia), the NP surface roughness indicate that NP are
most probably agglomerate of smaller NP as reported in similar experiments [102] 257].

The applied magnetic field intensity has a great effect on the NP shape and size. At
low applied magnetic field [see Fig. [3.26}(IIb)], the size distribution looks much broader than
without magnetic field but NP still appear relatively compact. This observation coincides with
the quicker NP growth cycle reported earlier. A further increase of the applied magnetic field
resulted in the NP sample being a mixture of very small NP (~ 10 nm) with larger spherical
“fluffy” porous NP (diameters up to a few hundreds of nanometres). These particles are clearly
visible in Fig. [3.26}(IIc-d). As can be seen in the TEM images [Fig. [3.26} (Ib-d)| the porous NP
clearly are agglomerates of smaller NP. Higher magnetic field results in fluffier agglomerates
as both SEM and TEM images demonstrate. These agglomerates are probably the large NP
levitating in the sheath above the grounded electrode revealed by laser light scattering at the
end of the plasma pulse |Fig. [3.25(IIc)|. Smaller NP most probably correspond to the observed
dim cloud levitating above the larger NP.

Discussion and Perspectives

Experiments have clearly demonstrated that high magnetic field intensities have a major
effect on the discharge characteristics (plasma glow distribution, self-bias voltage of the powered
electrode). The modification of the ambipolar diffusion process (especially the reduction of
diffusion perpendicular to the magnetic field) have a significant impact on the discharge. Basic
modelling of the ambipolar diffusion process (detailed in Ref [19]) qualitatively explain the
experimental observations (decrease of the self-bias voltage, confinement of the plasma below
the powered electrode). PIC simulations have also shown that the electric fields are also affected
by the magnetic field intensity [I9] and thus NP confinement.

Experiments have also revealed that the magnetic field intensity also has a significant ef-
fect on the morphology of NP grown in Ar/CyH, plasma. At low magnetic field intensities
(B < 0.1 T), NP growth follows the well-known cyclic growth behaviour with the opening of
a void region in the plasma bulk in which growns the next NP generation. At higher mag-
netic fields (B > 0.1 T), the growth cycles seem to disappear. However, a NP cloud above
the grounded bottom electrode appears quicker than in the low magnetic field cases. Large
agglomerates also forms above the grounded electrode in tens of seconds after plasma ignition.
Electron microscopy have shown that they are porous spherical agglomerates of very small
NP. The enhanced agglomeration, probably at the origin of the observed large porous spher-
ical agglomerates, is probably due to the presence of dust acoustic waves and/or the plasma
filamentation occurring at high magnetic fields.

In on-going studies made in collaboration with Prof. Ed Thomas group at Auburn Univer-
sity, different magnetic field and electrode configurations are investigated. Preliminary results
indicate that plasma filamentation is affected by NP growth [258]. Plasma filaments also seem
to favour the formation of porous agglomerate. Addition campaign of experiments in the MDPX
device will concentrate on discharge with forces filamentation and with suppressed filamentation
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3.2.5 Main publications

The following publications corresponding to the main results described in this section are
attached to the manuscript.

1.

Kishor Kumar K., L. Couédel and C. Arnas, Growth of tungsten nanoparticles in direct-
current argon glow discharges, Phys. Plasmas 20, 043707 (2013)

Abstract: The growth of nanoparticles from the sputtering of a tungsten cathode in DC argon glow discharges is reported.

The study was performed at fixed argon pressure and constant discharge current. The growth by successive agglomerations
is evidenced. First, tungsten nanocrystallites agglomerate into primary particles, the most probable size of which being ~
30 nm. Primary particles of this size are observed for all plasma durations and always remain the most numerous in the
discharge. Primary particles quickly agglomerate to form particles with size up to ~ 150 nm. For short plasma duration,
log-normal functions describe accurately the dust particle size distributions. On the contrary, for long discharge durations,
a second hump appears in the distributions toward large particle sizes. In the meantime, the discharge voltage, electron
density, and emission line intensities strongly evolve. Their evolutions can be divided in four separate phases and exhibit
unusual distinctive features compared to earlier observations in discharges in which particles were growing. The evolution of
the different parameters is explained by a competition between the surface state of the tungsten cathode and the influence
of the growing nanoparticles. The differences with sputtering glow discharges and chemically active plasmas suggest that
the nanoparticle growth and its influence on discharge parameters is system and material dependent.

L. Couédel, Kishor Kumar K. and C. Arnas, Detrapping of tungsten nanoparticles in a
direct-current argon glow discharge, Phys. Plasmas 21, 123703 (2014)

Abstract: Nanoparticles are grown from the sputtering of a tungsten cathode in a direct current argon glow discharge.

Laser light scattering of a vertical laser sheet going through the plasma reveals that the dust particle cloud is compressed
and pushed towards the anode during the discharge. Scanning electron microscopy images of substrates exposed to the
plasma for given durations show that dust particles are continuously falling down on the anode during the discharge. These
observations are explained by the fact that the electrostatic force at the negative glow-anode sheath boundary cannot
balance the ion drag, gravity, and thermophoresis forces for particles of more than a few tens of nanometres in diameter.

S. Barbosa, L. Couédel, C. Arnas, Kishor Kumar K. et al., In-situ characterisation of
the dynamics of a growing dust particle cloud in a direct-current argon glow discharge, J.
Phys. D: Appl. Phys. 49, 045203 (2016)

Abstract: The growth and the dynamics of a tungsten nanoparticle cloud were investigated in a direct-current low pressure
argon glow discharge. Real-time analyses of the dust particle size and number concentration were performed in-situ by light
extinction spectrometry, while spatial dynamics of the cloud was investigated with the laser light-sheet scattering method.
Additional off-line electron microscopy and Raman spectroscopy measurements were also performed for comparison purpose.
This experimental work reveals the existence of an agglomeration phase followed by the appearance of a new dust particle
generation. While growing, the dust cloud is pushed towards the anode and the discharge edge. Afterwards, a new dust
particle generation can grow in the space freed by the first generation of nanoparticles. The continuous growth, below the
light extinction spectrometry scanning positions, explains the apparent dissimilarities observed between the in-line optical
and the off-line electron microscopy analyses.

S. Mitic, J. Moreno, C. Arnas and L. Couédel, Diagnostics of a high-pressure DC mag-
netron argon discharge with an aluminium cathode, Eur. Phys. J. D 75, 240 (2021)

Abstract: In this article, the plasma parameters of a direct current magnetron discharge in argon at moderate pressure (10
to 40 Pa) using an aluminium cathode are explored. The density of argon excited states, the sputtered aluminium atom
density and the electron temperature are estimated using a collisional-radiative model. The electron temperature obtained
using optical emission spectroscopic data agrees well with measurements taken using a Langmuir probe. The influence of
the discharge parameters, namely the background argon pressure and the discharge current, are discussed.

L. Couédel, D. Artis, M.P. Khanal,C. Pardanaud, et al., Influence of magnetic field
strength on nanoparticle growth in a capacitively-coupled radio-frequency Ar/CoHy dis-
charge, Plasma Research Express 1, 015012 (2019)

Abstract: The growth of nanoparticles in a magnetised chemically active discharge (Ar/C2H2) is investigated. The influence
of the strength of the magnetic field on dust particle growth dynamics is explored. The structure of the grown nanoparticles
is studied ex situ. It is revealed that the strength of the magnetic field (up to 2.5 T) has a major impact on discharge
parameters (such as the self-bias of the powered electrode) as well as on the growth and morphology of the nanoparticles. At
high magnetic field, the dust cloud is confined in the sheath above the grounded electrode while without magnetic field the
dust cloud occupies most of the interelectrode space. Moreover, at high magnetic field, large porous spherical agglomerates
were grown. The modification of the self-bias is explained by the influence of the magnetic field on the diffusion of
charged species resulting in a confinement of the plasma under the powered electrode. Complementary particle-in-cell
simulations confirm that the electric field and plasma distributions are strongly affected by the magnetic field explaining
the experimentally observed dust cloud localisation. The large porous spherical agglomerates are most probably due to an
enhanced agglomeration caused by the modified confinement owing to the magnetic field.
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The growth of nanoparticles from the sputtering of a tungsten cathode in DC argon glow
discharges is reported. The study was performed at fixed argon pressure and constant discharge
current. The growth by successive agglomerations is evidenced. First, tungsten nanocrystallites
agglomerate into primary particles, the most probable size of which being ~30nm. Primary
particles of this size are observed for all plasma durations and always remain the most numerous in
the discharge. Primary particles quickly agglomerate to form particles with size up to ~150 nm.
For short plasma duration, log-normal functions describe accurately the dust particle size
distributions. On the contrary, for long discharge durations, a second hump appears in the
distributions toward large particle sizes. In the meantime, the discharge voltage, electron density,
and emission line intensities strongly evolve. Their evolutions can be divided in four separate
phases and exhibit unusual distinctive features compared to earlier observations in discharges in
which particles were growing. The evolution of the different parameters is explained by a
competition between the surface state of the tungsten cathode and the influence of the growing
nanoparticles. The differences with sputtering glow discharges and chemically active plasmas
suggest that the nanoparticle growth and its influence on discharge parameters is system and
material dependent. © 2013 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4802809]

I. INTRODUCTION

The synthesis of nanoparticles is of great interest for many
applications. For example, due to their high surface to volume
ratio, metal nanoparticles dispersed on an inert support are the
key components of catalysis reactions.’ Nanoparticles are also
at the origin of innovative materials such as polymorphous sili-
con films for their photoluminescence properties or for energy
production (photovoltaic).>™ They can be used as quantum
dots for single electron devices,® as raw material for lithium
battery electrodes,”® for electron field emission’ or as sensors
to detect very small amounts of chemical vapors.'™'" They
also could provide barriers to gas (oxygen or moisture) in
films'? and, coated with biological molecules, they have prom-
ising applications in medicine. 13.14

Low pressure, low temperature plasmas can generate
particulates from specific complex chemical reactions.'>™”
In particular, a lot of studies have been devoted to the forma-
tion of silicon nanoparticles in silane-based plasmas.?**
The formation of carbonaceous particles has also been inves-
tigated either by sputtering of a graphite target** " or by
using reactive hydrocarbon gases.m’32

As discovered more recently, erosion of carbon-based
plasma facing materials by plasma surface interactions is
one of the processes leading to the production of very fine
dust in fusion devices. It has motivated many studies dedi-
cated to their formation in the coldest plasma regions near
the walls.**=¢

Nanoparticle formation can be analysed by ex-situ scanning
electron microscopy (SEM) of collected deposits or by in-situ
laser-light scattering, laser extinction and also, through strong
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modifications of the plasma and discharge parameters.”'*’*

These modifications are the result of the particulate charging
mechanism, which affect self-consistently the plasma electron
density and temperature, and therefore the plasma resistivity and
sustaining conditions. "'

In this article, we report on the growth of tungsten nano-
particles from the sputtering of a tungsten cathode in a
direct-current (DC) argon glow discharge. Indeed, very few
studies were devoted to the formation of these particles in
low-pressure, low temperature plasmas.26 Tungsten or tung-
sten alloy nanoparticles are usually produced with methods
using vapour precursors, such as chemical vapour synthesis
in thermal plasmas,** laser assisted homogeneous gas-phase
nucleation,” combustion synthesis,“’ and methods using
solid precursors as in laser ablation*” and arc discharges.*®

A detailed study at a fixed argon pressure and discharge
current was performed. We show that tungsten nanoparticles
had morphological features resembling silicon and carbon
nanoparticles grown in plasmas. It is also shown that these
particles modified the discharge voltage and the emission
line intensities of various plasma species, all of which exhib-
iting strong variations. However, these modifications were
different from those reported in radio-frequency (RF) plas-
mas (for example, silane-based pla\sm21521'33 or hydrocarbon-
based plasmas?). They were also different from those we
reported in similar DC discharges in which carbon nanopar-
ticles were grown from the sputtering of a graphite cath-
ode.” In this previous investigation, we provided evidence
that the variations of the discharge and plasma parameters
during particle growth were strongly dependent on the dis-
charge system (RF or DC). In this article, we also show that
the nature and the surface state of the cathode material play a
major role.

© 2013 AIP Publishing LLC
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Il. EXPERIMENTAL CONDITIONS

Fig. 1 is a schematic of the experimental set-up, showing
the electrode assembly and the substrate holder. It is con-
tained in a cylindrical vacuum chamber of 30 cm diameter
and 40cm length. An oil diffusion pump achieved a base
pressure of < 1 - 107 mbar. A manually operated gate valve
was used to isolate the chamber from the oil diffusion pump
during the experiments. DC glow discharges in argon at a
static pressure of 0.6 mbar (no gas flow) were initiated
between two parallel electrodes: a tungsten cathode of
9.9 cm diameter and a grounded stainless steel anode. The
tungsten cathode was mounted on an insulating ceramic disc,
such as only one face was exposed to the plasma. The elec-
trodes were separated by a distance of 10cm by two half
glass cylinders. In order to facilitate optical emission spec-
troscopy (OES) diagnostics, the half cylinders were posi-
tioned with a 1cm gap facing the radial view ports of the
chamber. The anode disc had a hole at the centre through
which the tungsten nanoparticles produced during the dis-
charge were collected. Stainless steel foils, mounted on a
holder were used as substrates for collecting the dust. The
substrate holder could be manipulated from one of the axial
ports of the chamber, such that each of them could be posi-
tioned under the hole in the anode.

A regulated power supply (Sefelec HTISA, 1kV,
300 mA) was used to bias the cathode. The discharge current
density was kept at a constant value (0.53mA -cm~2, the
current variation being less than 0.05%). The discharge volt-
age was the free parameter whose time evolution was
acquired during the discharge.

Under the chosen operating conditions, it was possible
to estimate the flux of fast particles (argon ions and charge
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FIG. 1. Schematic of the experimental set-up. On top is a three-dimensional
schematic of the electrode assembly.
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exchange neutrals) to the cathode and also to calculate the
expected sputtering yield.* The cathode voltage was
V4 ~ —600 V. Consequently, the total flux of impinging par-
ticles was @, ~ 710" cm™2/s, the sputtering yield was
Y ~ 3.8% and the flux of sputtered tungsten atom (consider-
ing pure tungsten) was @y ~ 3 - 10" cm~2/s. The sputtered
atoms had a mean energy of ~12eV at the cathode surface
and got thermalised at a distance of ~1 cm from the cathode.
The chosen discharge parameters were thus favourable to
nanoparticle formation by homogeneous nucleation from the
sputtered atoms.

OES study of the discharge plasma was carried out. The
intensity of different emission lines—Arl (763.5nm and
800.6nm coming from the 4P level), Arll (454.5nm), WI
(498.26 nm), WII (341.66nm), and H, (646.28 nm)—were
measured using two monochromators (Jobin-Yvon HRS,
600 mm focal length and, Acton Spectra Pro 2500i, 500 mm
focal length) coupled to photomultiplier tubes (Hamamatsu
R3896). Convex lenses and optic fibres were used to collect
the emitted plasma radiation, ~1cm below the tungsten
cathode in the negative glow (see on top of Fig. 1).

The time evolutions of the photomultiplier tube signals
and the discharge voltage were acquired using a National
Instruments data acquisition system, interfaced to a com-
puter. The errors on the measured values were ~0.5%. The
evolution of the electron density was measured using a com-
mercial Ka-band microwave interferometer operating at
26.5GHz (Miwitron MWI 2650). The error on the relative
value of the electron density was ~2%, and the error on the
absolute value was ~20%. The size distributions of the col-
lected dust particles were established using SEM (Philips
XL30 SFEG STEM), and their structures were analysed by
High Resolution-Transmission Electron Microscopy (HR-
TEM) (JEOL 2010F).

For the present investigation, discharges of various dura-
tions (10s-500s) were produced.

. RESULTS
A. Evolution of the dust particle size distribution

Representative SEM and TEM images of nanoparticles
produced at different plasma durations are shown in Fig. 2(a)
(t=120s) and Fig. 2(c) (t=300s). The nanoparticle size
histograms are in the inset of Figs. 2(a) and 2(c). For
t=120s, the best fit is given by a lognormal function with a
multiplicative standard deviation, ¢* ~ 1.26. The smallest
size measurement of 10nm corresponds to the limit of the
SEM resolution. The HR-TEM image of Fig. 2(b) shows the
structure of a primary particle (PP) of ~30nm, produced af-
ter 60s. This PP is made by agglomeration of tungsten crys-
tallites or nanocrystallites of ~2—4 nm, evidenced by parallel
diffraction fringes (several of these units are circled with
white ovals in Fig. 2(b)). These nanocrystallites are the
smallest solid units, which are produced but could not be
observed separately, in particular for shorter time. For longer
discharge durations, the PPs agglomerate to form bigger
nanoparticles (80-150nm), looking like “raspberries” as
shown by the TEM image of Fig. 2(c) (300s). Examining the
edges of such big particles with HR-TEM, PPs as well as the
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FIG. 2.(a) Dust particles of Tungsten
observed after t=120s (SEM). Inset: corre-
sponding size histogram fitted by a log-
normal function. (b) HRTEM image of a
~30nm PP obtained after t=60s, which is
an agglomerate of nanocrystallites (2—4 nm),
identified by diffraction fringes (several of
these units are circled). (¢) TEM image of
particles produced after t=300s. It shows
PPs as well as bigger particles (80-120nm),
which appear to be agglomerates of PPs.
Inset: the corresponding size histogram build
from SEM images. (d) Zoom of the selected
edge region of one of the big particles, show-
ing nanocrystallites.

inner nanocrystallites can be observed. An example is given
Fig. 2(d) were one can see the structure of the edge of a
110nm particle localized at the bottom right corner of Fig.
2(c). Fig. 2(c) also shows the presence of separated PPs. The
growth by successive agglomeration is general in dusty
plasmas. It was already observed in silane-based™ or hydro-
carbon discharges® as well as in graphite sputtering dis-
charges.**>? Due to a higher mobility of the electrons, dust
particles acquire a negative charge except for very small par-
ticles (few nanometres) for which charge fluctuations can
result in neutral and positively charged particles responsible
of the nanocrystallites agglomeration.”> For larger size,
the influence of each dust particle on its neighbour can result
in dipole-like interactions and/or image potential also
favouring the agglomeration process.”***%

A complete evolution of the particle growth during
500s was established from the size distribution measure-
ments. Each distribution was normalized, and the data were
interpolated between measurement points. Fig. 3(a) shows
the probability (colour-coded) to find a particle of a given
size at a given time. It can be seen that the maximum particle
size was increasing up to # ~ 320s and was ~150nm. The
tail in the distribution toward the big diameter was growing
with time. Consequently, the distribution could not be fitted
with a log-normal function after 200 s (inset of Fig. 2(c). It is
worth noting that the lowest measured size was almost the
same for all the plasma durations. Moreover, up to ~120s,
the most probable dust particle diameter was increasing
almost linearly from ~15nm to ~30nm. Before ~120s, the
dust particle size distribution could be reasonably fitted with

a log-normal distribution. After ~120s, two interesting fea-
tures can be seen: (i) ~30nm PPs remained the most proba-
ble and (ii) big particles were growing in the plasma
resulting in the appearance of a second hump in the distribu-
tion function as shown in the inset of Fig. 2(c). One should
note that the probability to find PPs was always higher than
that to find particles with larger diameter.

Fig. 3(b) presents the evolution of the fraction of the
total particle volume (volume fraction, colour-coded) occu-
pied by particles of a given size at a given time. By compar-
ing this figure to Fig. 3(a), it can be seen that for discharge
duration <120 s, most of the matter was carried by the most
probable particle (in size). For longer time, the matter vol-
ume of the big particle was steadily increasing and was more
prominent than the volume carried by the smaller but more
numerous particles. It could indicate that the PPs (~30 nm)
were continuously produced in the discharge through con-
stant nucleation-agglomeration and were replacing the par-
ticles consumed by agglomeration to form the bigger ones.

The above results are significantly different from our
earlier results in graphite sputtering discharge.‘w In these
conditions, the width of the particle size distributions exhib-
ited a constant multiplicative standard deviation, resulting
from a global shift of the size histograms towards larger
sizes. This showed that after a while, the nucleation probably
stopped and the PPs, which were consumed during the
agglomeration process, were not replaced. Meanwhile, the
most probable size and the size of the biggest particles were
increasing through agglomeration and latter by deposition.
Hence, the number of big particles was significantly lower
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FIG. 3. (a) Probability to find a particle of given diameter at a given time.
(b) Fraction of the total particle volume occupied by particles of a given di-
ameter at a given time.

than in the case of tungsten particles and the observation of a
second hump in the size distribution appeared only during
the formation of a second nanoparticle generation.

B. Evolution of the discharge parameters

In Fig. 4, the evolution of the cathode voltage V,, elec-
tron density n, and line emission intensities (Arl, Arll, WI,
and WII) as a function of time are presented. Each plot was
obtained from different experiments. A few arcs were some-
times observed but did not have any significant effect on the
overall evolution of the discharges. The recorded signals
were similar from a plasma to another and could be divided
into four phases named A, B, C, and D (Figs. 4(a)—4(e))

« Phase A: It corresponds to the first few seconds after the
breakdown. During this phase, the glow appeared to have,
with the naked eye, a uniform intensity under the cathode
region, with an emission intensity decreasing within a few
centimetres away from the cathode (see Fig. 4(f)). After
the breakdown, the absolute value of the cathode voltage
[Va4| decreased in ~70ms to [Vy| ~ 500V and then
increased up to |Vy| ~ 650V in 3—4s as shown in Fig.
4(e). Meanwhile, the emission intensity of the lines
increased but at a different rate depending on the species
(Fig. 4(e)). The argon line intensities (Arl and Arll)
increased in hundreds of millisecond from zero and then

Phys. Plasmas 20, 043707 (2013)

had a slower growth rate until the end of phase A.
Tungsten line intensities (WI and WII) started also from
zero but exhibited a slow growth rate until the end of
phase A. The electron density was relatively high just after
the breakdown and fell to its lowest measured value
towards the end of the phase.
Phase B: At the beginning of this phase, the cathode volt-
age dropped by ~15V in a time less than 0.5s. This drop
was associated with the simultaneous appearance of a lu-
minous “blue glow” at the center of the tungsten cathode
(see Fig. 4(g)). Then, for the next ~30s, the cathode volt-
age remained nearly constant. During this time, the “blue
glow” began to spread towards the edge of the cathode.
Towards the end of the phase, V, started to decrease
quickly. OES showed that at the beginning of phase B, all
the emission line intensities exhibited a sharp increase as
shown in Fig. 4(e). The maximum increase was observed
for the WI line and the minimum for the ArlI line.” All
the lines intensities reached a maximum and started to
decrease before the end of the phase. Regarding the elec-
tron density, it was continuously increasing throughout
this phase.

Phase C: The cathode voltage decreased steadily

(AV, ~ 150 V) to its lowest value in ~200 — 250s. By the

end of phase C, the “blue glow” had spread over the cath-

ode area and could not be distinguished with the naked
eye. OES showed that line intensities of all species contin-
ued to decrease (see Figs. 4(a)—4(d)). Argon lines reached

a minimum towards the end of phase C and the WII line

decreased to noise level. Regarding the electron density, it

increased at a faster rate than in phase B and, reached a

maximum at the end of phase C.

« Phase D: The cathode voltage exhibited a slow increase.
The emission lines of Arl and ArlI followed the discharge
voltage and exhibited a small increase. On the contrary,
the intensity of the WI line continued to decrease slowly
until the end of the discharge. The electron density also
decreased during the whole phase (see Figs. 4(a)—4(d)).

The 656 nm H, line intensity was also followed in order
to monitor the impurity content of the plasma due to the out-
gasing of the cathode. The line appeared at breakdown and
increased in intensity throughout the whole discharge dura-
tion (see Fig. 4(b)). Its general evolution indicates that the
density of impurities increased during the discharge as
expected in experiments without gas flow.

IV. DISCUSSION

As described in Sec. III, the behaviour of the line inten-
sities and the cathode voltage was different from what was
observed in similar conditions with a graphite cathode** and
also from chemically active RF discharges.””* In general,
the dust particles in the plasma are getting negatively
charged due to their interaction with ions and electrons. In
RF discharges, the growth of dust particles and the resulting
decreasing electron density induce a modification of the am-
plitude of the RF current harmonics and a decrease (in abso-
lute value) of the self-bias voltage of the powered
electrodes.?>”% In a DC discharge with fixed current, when
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FIG. 4. ((a)~(d)) Evolutions of the cathode voltage V,, and line intensities (Arl, Arll, WI, WII, and H,) as a function of time. V, is the reference plot in each
case. The signals are divided in four phases: A, B, C, and D. () Zoom of (a). (f) Picture of the cathode-fall region and the beginning of the negative glow at
the end of phase A. (g) Same as (f) at the start of phase B. In (g) and (f), the contrast was increased for an improved visibility.

the dust particles are growing, the density of free electrons in
the discharge is decreasing. Consequently, the cathode volt-
age should increase in order to maintain the ionisation neces-
sary to sustain the imposed discharge current. This effect
was clearly observed for carbon dust particles grown in our
previous experiments similar to those discussed in this pa-
per.** In the present experiments, this behaviour was not
observed. Here are some possible explanations associated
with the specificity of the tungsten cathode,

explanation is the increase of the tungsten atom density in
the plasma. This might be surprising as one expect the
sputtering yield to diminish when the cathode voltage
decreases as the energy of the impinging ions and fast neu-
trals also decreases. However, it can be explained by com-
paring the physical properties of tungsten oxide and those
of pure tungsten. When exposed to the residual oxygen in
the chamber, a tungsten oxide layer is formed on the cath-
ode surface. Typical time scales for the formation of a im-
purity monolayer are in the order of few seconds at a base
pressure of ~10~° mbar.®"** For the chosen discharge pa-
rameters, the calculated mean energy of the ions and fast
neutrals sputtering the cathode is 50-60eV.*’ It is known
that for low energy ion bombardment (<100eV), the

« As can be seen in Figs. 4(a) and 4(c), both neutral and ion-
ised tungsten line intensities followed the same trend.
They exhibited a strong increase after the sharp drop of
the cathode voltage (beginning of phase B). One possible
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secondary electron emission of tungsten oxide is lower than
that of pure tungsten while the contribution of neutrals is
negligible.®*** This oxide layer is sputtered away during the
phase A. When non-oxidised tungsten is exposed to the
plasma, the secondary electron emission becomes higher.%>**
This leads to an increase of the ionisation in the negative
glow. As a consequence, the electron density increases dur-
ing phase B (see Fig. 4(e)). As the current is kept constant,
the cathode voltage drops at the beginning of phase B. The
strong increase of tungsten lines when the cathode voltage
drops (beginning of phase B) account for the fact that the
sputtering yield of tungsten is higher than the one of tungsten
oxide.> A similar effect was observed by Penning et al.
and was associated to the removal of an oxide layer from the
cathode (see page 86 of Ref. 67).

A strong increase of the WII line intensity was observed
during phase B. This indicates that a part of the sputtered
tungsten atoms were ionised in the discharge. In magne-
tron discharges, the sputtering of metal species in an argon
plasma is known to decrease the electron temperature due
to low ionisation potential of metals. It was put in evi-
dence by a decrease of the intensity of argon optical emis-
sion in a discharge in which aluminium was present.*®’
In our case, as the ionisation energy of tungsten atoms
(7.56eV) is lower than both the ionisation energy of argon
(15.76 eV) and the excitation energy of argon metastables
(11.56 eV and 13.15eV), they can be ionised through elec-
tron impact ionisation and Penning ionisation. Thus, an
effect similar to that in magnetron discharges can occur,
which will result in a decrease of the electron temperature.
Microwave interferometry showed that the electron den-
sity was increasing, while the intensity of argon emission
was decreasing, supporting our hypothesis. The ionisation
of tungsten could also partially explain the rise of the elec-
tron density. In phases A and B, the effect of the nanopar-
ticle growth is thus overcome by the influence of the
cathode material.

In phase C, all signals were decreasing at a reduced rate
except the electron density, which was still increasing.
While the modification of the tungsten surface was still
playing an important role, the dust particles were growing
in the plasma and the charging phenomena became more
and more important. At the end of phase C, dust particles
counterbalanced the effect of the modification of the cath-
ode surface.

In Phase D, the dust particles, whose maximum size
increased continuously due to agglomeration, played the
main role in the discharge evolution. As also observed in
graphite sputtering DC discharges,*” the discharge param-
eters showed the expected behaviour: (i) V,; increased in
order to maintain the ionisation necessary to sustain the
imposed discharge current, (ii) the electron density
decreased and, (iii) argon line intensities followed V,
likely indicating a rise of the electron temperature.

V. CONCLUSION

In this article, the growth of tungsten nanoparticles from
the sputtering of a tungsten cathode in DC argon glow
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discharges was investigated. The study was performed at
fixed argon pressure and constant discharge current.

We have shown that the nanoparticles are formed by
successive agglomerations. First, tungsten nanocrystallites
(~2-4nm) agglomerate into ~30nm primary particles.
These primary particles further agglomerate to form particles
with size up to ~150nm. The evolution of the dust particle
size distribution revealed two important features: (i) 30 nm
primary particles always remain the most probable (except
for very short plasma durations) and (ii) for long discharge
duration, big particles are growing in the plasma resulting in
the appearance of a second hump in the distribution function.
These results are significantly different from our earlier
investigations in graphite sputtering DC glow dischargem in
which the mean size evolved continuously up the appearance
of a second nucleation. The evolution of the discharge volt-
age, electron density, and emission line intensities were also
different from graphite sputtering DC glow discharge.*’
With a tungsten cathode, the signals were divided in four dis-
tinct phases exhibiting unusual distinctive features. We
explain the evolution of the different parameters by a compe-
tition between the surface state of the tungsten cathode and
the influence of the growing nanoparticles. The differences
with a similar syslem40 and chemically active plasmaszg'38
suggest that the nanoparticle growth and its influence on dis-
charge parameters is system and material dependent. Future
experiments will be devoted to full spectroscopic studies
under identical conditions and the development of a
collisional-radiative model in order to follow the evolution
of the electron temperature.
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Nanoparticles are grown from the sputtering of a tungsten cathode in a direct current argon glow
discharge. Laser light scattering of a vertical laser sheet going through the plasma reveals that the
dust particle cloud is compressed and pushed towards the anode during the discharge. Scanning
electron microscopy images of substrates exposed to the plasma for given durations show that dust
particles are continuously falling down on the anode during the discharge. These observations are
explained by the fact that the electrostatic force at the negative glow-anode sheath boundary cannot
balance the ion drag, gravity, and thermophoresis forces for particles of more than a few tens of
nanometres in diameter. © 2014 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4903465]

1. INTRODUCTION

Dusty or complex plasmas are partially ionised gas
which contains solid dust particles.'? These particles acquire
an electric charge due to their interactions with the surround-
ing ions and electrons. In laboratory experiments, particles
can be either injected or grown directly inside the plasma.
For example, they can be produced in astrophysical plas-
mas,” in industrial plasma processing reactors,” in tokamaks
from the physical and chemical erosions of the wall,” etc.

The production of nanoparticles in low pressure, low
temperature plasmas has been extensively studied. It was
shown that the particles can be generated following specific
chemical reactions up to the formation of solid particles. In
particular, the growth of nanoparticles in radio-frequency
(rf) discharges using reactive gases®™'? or by sputtering of a
cathode'? was carefully investigated. In such systems, it was
shown that the dust particles are confined in the plasma and
that their growth occurs in cycle&”"z"4 In particular, the
growth of new particles can occur when the previous dust
cloud is expelled from the central region of the plasma so
that the conditions are again favourable to nucleation and
growth.'>'* The dust cloud can be expelled towards the
edges of the discharge when the dust density is too high and/
or the particles are too big so that the repulsion forces
become larger than the confining forces.">™” The particles
can also fall on the electrode when they reach a critical size
and their weight cannot be balanced by the confining forces.
In rf discharges, this is normally the case when the particles
reach a few tens of micrometers in diameter.'®

The growth of nanoparticles by cathode sputtering in
direct-current (dc) glow discharges has also been reported.'***
Using an aluminium cathode, it was shown that the spatial pro-
file of the particle cloud was very sensitive to discharge param-
eters, especially the applied voltage.'” Moreover, studies on
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the production of nanoparticles in dc discharges by sputtering
of a graphite cathode have shown a strong coupling between
plasma and discharge parameters and, the particle growth
kinetics.?" In a recent study in which we used a tungsten cath-
ode in similar condition as in Ref. 21, we showed that the evo-
lution of the dust particle size distribution (PSD) was quite
unusual:*>*

« small particles were always observed indicating constant
nucleation,

growth by agglomeration did not seem to saturate as
reported for carbon nanoparticles,

there was a strong dispersion in the appearance time of the
second dust particle generation.

Furthermore, the evolution of the discharge and plasma
parameters was a competition between the influence of the
cathode surface state (tungsten oxidation) and the influence
of the charging process of the nanoparticles.>® The latter was
evident only after a few hundreds of seconds. However, the
motion of the dust particle cloud was not investigated and it
was supposed that the dust particles remained confined in the
plasma until the discharge was switched off.

In this article, we investigated the behaviour of a nano-
particle cloud grown by sputtering of a tungsten cathode in a
dc argon glow discharge with similar conditions to those of
Refs. 21 and 22. The aim of these investigations was to link
the previously reported evolution of the PSDs to the dust
cloud motion. For this purpose, laser light scattering of a ver-
tical laser sheet going through the plasma revealed that the
dust particle cloud was compressed and pushed towards the
anode during the discharge. By exposing substrates to the
plasma on the anode side of the discharge, it was also found
that dust particles were continuously falling down on the an-
ode. This result is explained by the inhomogeneous nature of
the dc glow discharge. Due to the low electron temperature
and the weak electric field in the anode sheath, the confining
electric force is too weak to balance the ion drag, gravity,
and thermophoretic forces for particles of more than a few
tens of nanometres in diameter.

© 2014 AIP Publishing LLC
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Il. EXPERIMENTAL SET-UP

A detailed description of the experimental set-up is
given in Ref. 22. The tungsten nanoparticles were grown in a
dc argon glow discharge initiated between a ~10 cm diame-
ter tungsten cathode and a stainless-steel grounded anode.
The inter-electrode distance was 10cm. The cathode was
enclosed in an insulating ceramic holder so that only one
side was exposed to the plasma. Two glass half-cylinders
were used to confine the plasma. A lcm gap was kept
between them for optical studies (see Fig. 1). A static argon
pressure of 0.6 mbar (no gas flow) was set during the experi-
ments. The electrode assembly was contained in a cylindrical
vacuum chamber of 30 cm diameter and 40 cm length. An oil
diffusion pump achieved a base pressure of <10~® mbar. A
manually operated gate valve was used to isolate the cham-
ber from the oil diffusion pump during experiments.

A regulated power supply (Sefelec HTI5A, 1kV,
300mA) was used to bias the cathode. The discharge current
density was kept at a constant value (0.53 mA cm2). The
current variations were less than 0.05%. The discharge pa-
rameters were such that the plasma mainly consisted of a
negative glow. The discharge voltage was the free parameter
whose time evolution was acquired during the discharge.
Under the chosen operating conditions, the cathode was sput-
tered and tungsten nanoparticles were grown. More details
about the evolution of discharge parameters during the nano-
particle growth are given in Ref. 22.

In order to image the dust particle cloud and to measure
the evolution of the PSD during the discharge, two diagnos-
tics have been used.

A. Laser light scattering

A 2cm height vertical laser sheet (40 mW, wavelength
/.=1532nm) was passing through the electrode assembly in
the gap between the half-cylinders (see Fig. 1). The scattered
light by the dust particles was recorded at 90° by a CCD
camera (BASLER ACE acA1300-60 gm). A low frame rate
of 1 frame per second and a long exposure time of 0.5 s were
used in order to detect the weak scattered light signal. The

|~ Cathode asembly

Laser sheet
Half glass tubes

Grounded anode /v

Camera

FIG. 1. Schematic of the cathode assembly.
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position of the laser sheet between the electrodes could be
chosen at the time of the experiment. A bandpass filter cen-
tred on the laser wavelength was placed in front of the cam-
era in order to minimise the recorded plasma light.

B. Scanning electron microscopy (SEM)

The anode disc had a 1.6 cm diameter hole at the centre
through which the tungsten nanoparticles produced during
the discharge were collected. Stainless steel foils, mounted
on a holder, were used as substrates for collecting the dust.
The substrate holder could be manipulated from one of the
axial ports of the chamber, such that each of them could be
positioned under the hole in the anode. Dust particles were
then analysed ex-sifu using a scanning electron microscope.

Two methods of collection have been used:

(i) The substrate holder was moved under the anode so
that successive substrates were exposed to the plasma
only during a given time interval.

(i)  The substrate saw the end of the discharge. Note that
in this case, the substrate could be or not exposed to
the plasma during the whole discharge duration.

Ill. RESULTS
A. Laser light scattering

During the experiment, the vertical laser sheet was graz-
ing the anode. In Fig. 2(a), snapshots of the video at different
instants after the plasma ignition are presented. The time
evolutions of the recorded light signal at different positions
above the anode are also shown as well as the evolution of
the cathode voltage V.. (Fig. 2(b)). The light recorded above
the laser sheet (positions 2.33 cm and 2.14 cm) represents the
residual plasma light. This allowed us to discriminate the
scattered light from the plasma emission. During the first
~150s, no particles could be detected in the video images.
However, it is known from the cathode voltage evolution
(Fig. 2(b)) that dust particles were already present between
the electrodes (for more details, see Ref. 22). It probably
indicates that either the dust particles were not located above
the anode or they were too small and/or their density was too
low to be detectable through laser light scattering. From
t~150s, scattered light could be detected at the top edge of
the laser sheet. Note that this appearance time varied of
~30s from one experiment to the other as the dust particle
growth kinetics is very sensitive to initial conditions. This
behaviour was also reported in rf discharges in which par-
ticles were growing from the sputtering of a polymer layer.*
At t~180s, a dust cloud could be observed across the whole
laser sheet except in the anode sheath (a~0.15cm wide
region above the anode). Up to t~250s, the scattered light
signal was increasing across the whole laser sheet. This indi-
cated that the dust particle cloud was getting denser and/or
the particles were getting bigger. In Fig. 2(a) (snapshot at
1=2405s), the dust cloud seems to be homogeneous. This is
also supported by the recorded scattered light intensities at
different height in the laser sheet which have almost the
same values.
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FIG. 2. (a) Snapshots of the video. The
laser sheet was grazing the anode. At
4630 +=180s, luminosity and contrast were
enhanced compared to the other images.
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For t = 250s, the scattered light signal at the top of the
laser sheet decreased strongly, while the signal in the middle
and at the bottom of the laser sheet (except in the anode
sheath) was still strongly growing. From the snapshots of
Fig. 2(a), it is clear that the dust cloud was compressed
towards the anode. After 1 = 300s, the dust cloud occupied
only half of the laser sheet width and was shrinking continu-
ously. It should however be noted that a faint scattered light
signal revealed the presence of a second nanoparticle cloud
above the main dust cloud (Fig. 2(a) snapshots at r=300s,
t=360s, t=420s, t=480s, and r=540s). Both clouds
were separated by a non-emissive layer. From ¢~ 580, only
the second dust cloud was visible above the anode. It should
also be noted that from 7~250s, the intensity recorded
inside the anode sheath was systematically above the resid-
ual plasma light signals (see Fig. 2(b), curve at 0.07 cm). It is
not clear that this was due to particle falling inside the sheath
or due to an anode glow.

B. ing electron micr Py

In a previous study.?* the dust particles were collected at
the end of the discharge on substrates exposed to the plasma
for the entire experiment duration. In the present study, the
samples were exposed to the plasma during a given time

interval. Consequently, only the particles which were
expelled from the plasma (i.e., falling on the anode) during
this time lapse were collected. In Fig. 3, PSDs of particles
collected at different moments during two different dis-
charges are shown. For example, in Fig. 3(a), it can be seen
that dust particles were collected for all chosen time inter-
vals. The SEM image in the inset of Fig. 3(a) shows particles
which fell on the anode from r=200s to r=300s.
Moreover, the later the substrate is exposed the bigger the
particles. A striking difference with the previous study of
Kishor Kumar et al.?® was that even for long time, PSDs
remained here mono-modal. It was indeed previously shown
that for long discharge duration (+ = 200s), the PSDs were
bi-modal. However, in the present case, PSDs are bimodal
only when the plasma was switched off (see Sec. IIB,
method (ii)). For example, the inset of Fig. 3(b) shows the
bi-modal distribution obtained at the end of a 500s plasma.
These PSDs were similar to the distributions already
reported in Ref. 22. Laser light scattering explains this result:
the smallest particles were confined in the negative glow
above the cloud of big particles (the dim cloud above the
bright cloud) and they could be collected only after the dis-
charge was switched off.

It should be noted that from one experiment to the other,
the size and the number of the collected dust particles were
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FIG. 3. Normalised PSDs of particles collected on substrates exposed to the
plasma at different times after ignition. (a) and (b) are two different experi-
ments with the same discharge parameters. Inset of (a): SEM image of par-
ticles collected on a substrate exposed to the plasma from 200s to 300s.
Inset of (b): normalised PSD of particles collected after the discharge was
switched off at r=500s.

not exactly the same. This observation could be explained by
the fact that the particle growth kinetics is very sensitive to
the initial condition as previously stated. However, it was
possible to get a rough estimate of the flux of dust particle
falling on the anode. Depending on the experiment, the num-
ber of particles collected on a substrate exposed to the
plasma during 100s was N, =1-100 pm2 giving a flux of
falling particles T, ~ 10°-10% em %5 ".

IV. DISCUSSION

In Sec. III, it was shown that nanometre size particles
were falling continuously on the anode at a rate I, ~
10°-10% ecm™2 5" This result might be surprising as it is
believed that as in rf discharges, growing dust particles
remain confined in the inter-electrode space until they are
too large (usually a few tens of micrometers) or their density
is too high for the confining forces to balance the repulsion
forces, 11151825

In order to understand why dust particles are constantly
falling on the anode during their growth, the forces acting on

Phys. Plasmas 21, 123703 (2014)

them must be estimated. Let us first consider the force push-
ing the particles towards the anode. (a) The gravity force
F, = (4/3)nr3pg, where r, is the radius of the dust particle,
g the gravitational constant, and p the mass density. In our
experimental conditions, considering pure tungsten particles,
the gravity force was for r;,=15nm and r,=50nm, |F,
=2.5x 107" N, and |F,| =9 x 107'7 N, respectively. (b)
During the discharge, the cathode was heated up to ~100°C
while the anode stayed at room temperalure.l"lﬁ The dust
parliczl7e 1(v)vere then subject to a downward thermophoretic
force™"™

where vy, = /8kpT,/(mm,) is the neutral thermal velocity
with kg the Boltzmann constant, T, the neutral atom temper-
ature and m,, their mass. VT is the temperature gradient, and
the thermal conductivity &, = (15ks/(4mn))thyer(T/Tref)”
with g, =2.117 x 107 Pa s for argon, Tyr=273K and
»=0.81.>" In our discharge, considering a temperature gra-
dient V7'=7K/cm, the thermophoretic forces were |F|
=15x10""7 N and |F,|=1.7x 107'® N for r,=15nm
and r,=50nm, respectively. Note that during our experi-
ments, the motion of the dust cloud and dust collection was
performed close to the discharge axis far from the glass wall.
Moreover, no convective motion of the dust particle cloud
was observed on the video. Consequently, the gas creep
effect induced by the thermal gradient was neglected in our
force estimate. However, close to the edge of the discharge,
this effect might be of great importance as it has been proven
to be very efficient to induce strong convective dust
motion.*>*

In order to estimate the magnitude of forces due to the
plasma, it is necessary to have a good approximation of the
potential, electric field, electron and ion densities at the
boundary between the negative glow and the anode sheath.
The structure of a dc glow discharge is stratified and the
plasma parameters are inhomogeneous along the discharge
axis:

* In the negative glow, the electron distribution function is

composed of three electron populations:**~7 the fast elec-
trons (secondary electrons emitted by the cathode surface
and accelerated in the cathode fall region), the intermedi-
ate electrons (which ensure the current continuity), and
the cold electrons produced by ionisation (with a tempera-
ture 7,~0.1eV). The density of the cold electrons is
orders of magnitude higher than the densities of intermedi-
ate and fast electrons. Modelling performed for our dis-
charge geometry and similar discharge parameters showed
that in the negative glow, the contribution of fast and in-
termediate electrons to the dust particle charging is lim-
ited > Consequently, only cold electrons will be
considered in the following. Langmuir probe measure-
ments near the cathode®® have shown that the plasma den-
sity in the negative glow is n~10'cm >, The plasma
density quickly drops when getting closer to the anode.*®
A density n~ 10°cm™ is assumed at the anode sheath
boundary.
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« In the negative glow region, the electric field is weak.*
Close to the sheath boundary, the plasma potential is posi-
tive with respect to the anode potential for high current
density.*” Consequently, the electric field tends to confine
negatively charged particles in the inter-electrode space.
However, the voltage drop in the anode sheath is around
two order of magnitude lower that in the cathode sheath.
Hybrid and PIC simulations have shown that the maxi-
mum electric field in the anode sheath is 10-20 V/cm and
around 1V/cm at the negative glow anode sheath
boundary.*®

The dust density n, in the discharge is unknown but typ-
ical values for dust particles grown from the sputtering of an
electrode in plasmas are in the range'***#! 10°-10%cm*
Using the orbital motion limited thenryu*“ and the quasi-
neutrality condition n; = n, + Zyny where ny., is the ion
(electron) density, one can calculate the dust particle charge
number Z,. Depending on the dust density, one obtains
Z,=[-5, —4] and Z,=[-13, —7] for ry=15nm and
ra=50nm, respectively. At the anode sheath boundary, two
forces tend to push the particles: the ion drag which tends to
push the particles on the anode and, the electric force which
confines them in the plasma. The ion drag force is*’

_ geeoll | prcoul
Fai = Fg" + Fg

i 2

Fy" = mnimvivgh;

Fgul = 47m,m,v,vjh,2,/zl"‘,‘

where m; is the ion mass, v; = iE the ion drift velocity. y; is
the ion mobility, E the electric field, v; = \/v3, + v? with
the ion thermal velocity vy =uvp,. be =14 (1 —2¢*Zy
/(41[50r(1m,17f))'/2 is the radius of closest approach,
brjy = €*Zy/(4megmv?), and the Coulomb logarithm: T
=0.5-1In((/p, + bi/z)/(bl2 + bi/z)) where /p, is the elec-
tron Debye length. Depending on the strength of the electric
field, the ion drag force was in the range Fg ~ 107"
—107"® N for 15 nm radius. For 50 nm radius, the ion drag
force was in the range Fy; ~ 107'*-107'7 N. In both cases,
it is negligible compared to the combined influence of the
gravity and thermophoretic forces. However, the upward
force due to the anode sheath electric field is Fg
~5x1077-5% 1071 N for ry=15nm and Fp~2
x1071°-2 x 10~ N for r;=50 nm.

By balancing the different forces, one can see that the
50nm radius dust particles can be pushed on the anode by
the gravity and the thermophoretic force while the 15 nm ra-
dius ones can be confined in the negative glow. In our force
estimate, the influence of photoemission*® which charges the
particle positively, i.e., decreases their negative charges, and
the influence of a high dust density which can drastically
affect the plasma parameters was neglected. However, it was
observed experimentally from SEM images that growing
dust particles were falling on the anode at all times.
Nevertheless, laser light scattering showed that even if the
dust cloud was compressed toward the anode, it took hun-
dreds of seconds before it disappeared completely from the
plasma. This indicates that the force pushing down the dust
particles was of the same order of magnitude as the confining
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one, as our force estimate shows. Furthermore, small par-
ticles were always collected on the substrate at the end of a
discharge as shown here and in our previous studies.”> On
the contrary, they were only collected at the beginning of the
discharge for substrates exposed to the plasma at the begin-
ning of the experiments (see Sec. IIB, method (i)). These
results indicate that small dust particles were always pro-
duced in the plasma and located above the big particles (first
generation), these last ones being expelled little by little. As
the big particles are evacuated, favourable conditions for a
constant formation occur in the upper part of the negative
glow.

V. CONCLUSION

In this article, it was shown that in dc argon glow dis-
charges, dust nanoparticles were pushed towards the anode
located at the bottom of the discharge set-up and could be
detrapped and fell on it. Due to a low electron temperature
and weak electric field in the anode sheath, the electric force
cannot balance the ion drag, thermophoretic, and the gravity
forces as soon as the particle size reaches a few tens of nano-
metres. The previous observation of r,~ 15nm particles
when the discharge was operated with different durations>
can be explained by the constant nucleation and growth of
particles in the upper part of the discharge (cathode side).
Indeed, as the big particles are evacuated, favourable condi-
tion for nucleation and growth might occur at all time at the
top of the negative glow.
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Abstract

CrossMark

The growth and the dynamics of a tungsten nanoparticle cloud were investigated in a direct-
current low pressure argon glow discharge. Real-time analyses of the dust particle size and
number concentration were performed in-situ by light extinction spectrometry, while spatial
dynamics of the cloud was investigated with the laser light-sheet scattering method. Additional
off-line electron microscopy and Raman spectroscopy measurements were also performed

for comparison purpose. This experimental work reveals the existence of an agglomeration
phase followed by the appearance of a new dust particle generation. While growing, the dust
cloud is pushed towards the anode and the discharge edge. Afterwards, a new dust particle
generation can grow in the space freed by the first generation of nanoparticles. The continuous
growth, below the light extinction spectrometry scanning positions, explains the apparent
dissimilarities observed between the in-line optical and the off-line electron microscopy

analyses.

Keywords: plasma, nanoparticles, diagnostics

(Some figures may appear in colour only in the online journal)

1. Introduction

Dusty or complex plasmas are partially ionised gases which
contain solid dust particles that acquire an electric charge
due to their interactions with the surrounding ions and elec-
trons. They can be either injected or grown directly inside
the plasma. For example, nanoparticles (NPs) are pro-
duced as candidate analogue of dust in diffuse interstellar
medium, in radio-frequency (RF) discharges using hydro-
carbon gases [1]. In the context of dense plasmas, NPs
were surprisingly found in dust samples collected in carbon-
based wall tokamaks [2, 3]. The possibility of formation in

3 Present address: Center for Plasma-Materials Interactions, 216 Talbot
Laboratory, 104 S Wright Street, University of Illinois at Urbana-
Champaign, 61801 Tllinois, USA.

0022-3727/16/045203+12$33.00

the coldest regions, near the tokamak wall was therefore
investigated [4-6].

Generally, NP formation [7-11], charging and transport
[12-15] were extensively studied experimentally in silane-
based RF discharges for semi-conductor applications such as
the improvement of photovoltaic devices [16]. It was shown
that their growth started by the formation of molecular pre-
cursors which were coming from trapped negative ions
resulting from the dissociation of reactive gases in the plasma
[17-19]. After nucleation, NP growth was attributed to suc-
cessive agglomerations of the smallest NPs. This mechanism
was found to inhibit further nucleations resulting in NPs
with narrow size dispersions [20, 21]. Finally, the agglom-
eration stopped due to electrostatic repulsion and the growth
continued at constant NP number concentration by surface
deposition of molecular species.

© 2016 IOP Publishing Ltd  Printed in the UK
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It was recently demonstrated that in direct-current (DC)
sputtering discharges, in which the nucleation was initiated by
sputtered metallic atoms, the growth mechanisms were more
complex [22]: (i) small particles were always observed, indi-
cating a constant nucleation and (ii) the growth by agglomera-
tion did not seem to saturate. Moreover, a strong dispersion in
the appearance time of the second NP generation was reported
[23]. These experiments were performed using a tungsten
cathode as source of metal atoms. The incident DC discharge
power being rather low, the cathode surface oxide was sput-
tered away after few tens of seconds. During this time interval,
the evolution of the discharge and plasma parameters was the
result of a competition between the influence of the cathode
surface state and the influence of the charging of growing NPs.
The influence of the latter became dominant on the plasma and
discharge parameters (loss of plasma electrons) only when the
oxide layer was removed [22]. Scattering of a vertical laser
sheet going through the plasma just above the anode revealed
that the NP cloud was compressed and pushed towards the
anode during the discharge. Scanning electron microscopy
(SEM) images of substrates exposed to the plasma for given
durations showed that NPs were continuously falling down on
the anode during the discharge [24]. These observations were
explained by the fact that the electrostatic force at the negative
glow-anode sheath boundary could not balance the ion drag,
gravity, and thermophoresis forces for NPs of more than a few
tens of nanometres in diameter. From electron microscopy
images, it was shown that up to ~ 500 s, only mono-modal or
bi-modal populations of NPs were collected [22].

However, in-situ characterisation of the growing NP
cloud at different heights between the cathode and the anode
remained necessary to unveil completely the growth and
transport processes of metallic NPs in a DC discharge. For
this purpose, we decided to combine imaging of the NP cloud
by the scattering of a laser-light sheet with light extinction
spectrometry (LES) which permitted the direct measure-
ment of the particle size distribution (PSD) and number con-
centration, N, of the NP cloud at different positions in the
discharge. This diagnostic is based on the extinction of a col-
limated white light beam whose spectral range extends from
ultra-violet to infra-red ranges. It has the capability to detect
NPs smaller than 20nm and is effectively used to measure
PSDs and N in colloidal suspensions [25]. This optical
diagnostic presents various advantages with respect to the
Mie-scattering ellipsometry diagnostic, often used in dusty
plasmas [15, 21, 26, 27]. In particular, in the latter case, it
is experimentally more challenging as it requires accurate
measurements of the ellipsometric angles and the iterative
data procedure used to find the particle parameters (PSD,
local density, refractive index) is not trivial and requires
strong assumptions. Otherwise, a reduction of the number of
parameters can be considered. For instance, the choice of a
model providing the time evolution of the particle radius can
help in this way [15, 21].

In the present paper, we report a complete study on the
growth and transport of tungsten NPs in DC sputtering dis-
charges, in similar conditions to our previous experiments
[22-24]. Sections 2 and 3 are devoted to the description of
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Figure 1. Schematic of the experimental set-up. The vertical
position of the centre of the laser-light sheet can be adjust
between 1cm and 9 cm above the anode. The field of view of the
camera is adjusted to the laser-light sheet position. Note that the
LES diagnostics and the laser-light scattering imaging were not
implemented simultaneously.

the experimental set-up and different diagnostics (electron
microscopy, Raman spectroscopy, laser-light scattering and
LES). A special attention is given to the LES diagnostics
whose resolution was numerically evaluated. Section 4 pre-
sents our experimental findings and finally, section 5 is an
overall discussion with conclusions.

2. Plasma-discharge: experimental set-up

Tungsten NPs were grown in a DC argon glow discharge initi-
ated between a ~10cm diameter tungsten cathode and a stain-
less-steal grounded anode (see figure 1). The inter-electrode
distance was also 10cm. Two glass half-cylinders were used
to confine the plasma. A 1cm gap was kept between them
for optical diagnostics. A static argon pressure of 0.6 mbar
(no gas flow) was set during the experiments. The electrode
assembly was contained in a cylindrical vacuum chamber
of 30cm diameter and 40cm length. An oil diffusion pump
achieved a base pressure of <10~° mbar. A manually operated
gate valve was used to isolate the chamber from the oil diffu-
sion pump during experiments.

A regulated power supply (Sefelec HT15A, 1kV, 300 mA)
was used to bias the cathode. The discharge current density
was kept at a constant value (0.53 mA-cm 2 corresponding
to a current of 40 mA). The current variations were less than
0.05%. The discharge parameters were such that the plasma
mainly consisted of a negative glow. Under the chosen oper-
ating conditions, the cathode was sputtered and tungsten NPs
were grown. More details about the experimental set-up and
the evolution of discharge parameters during NP growth are
given in [22].

3. Diagnostics

3.1. Electron microscopy

The anode disc had a 1.6cm diameter hole at the centre
through which the tungsten NPs produced during the
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discharge were collected on stainless steel substrates. The
substrate holder could be manipulated from one of the axial
ports of the chamber, such that each substrate could be posi-
tioned under the hole in the anode. Two methods of collection
were used:

(i) The substrate holder was moved under the anode so that
successive substrates were exposed to the plasma during
a given time interval.

(ii) The substrate saw the extinction of the discharge. Note
that in this case, the substrate could, or not be exposed to
the plasma during the whole discharge duration.

NPs were then analysed ex-sifu using a scanning electron
microscope. NPs have also been transferred from the stainless
steal substrates to transmission electron microscopy (TEM)
grid in order to perform high-angle annular dark-field imaging
(HAADF) with a scanning transmission electron microscope
(STEM). This technique, highly sensitive to atomic number
variations in analysed samples, was used to check the tungsten
content of the NPs.

3.2. Raman spectroscopy

Raman spectroscopy analyses were performed on collected
NPs in order to determine if they were oxidised. The Raman
spectrometer was a commercial Horiba-Jobin-Yvon HR
LabRAM apparatus (x50 lens, A\g = 514.5 nm, laser power
at the surface ~1 mW-um 2). This technique consists in
measuring the wavelengths of photons produced by inelastic
scattering of the incident light with the analysed sample. The
energy difference between incident and scattered photons cor-
responds to a vibrational energy which can be used as a fin-
gerprint of a given material. Tungsten oxides are known to
display optical Raman active bending and stretching modes
in the ranges 100-300cm ™! and 700-800cm ™', respectively
[28] whereas pure tungsten does not display any optical
Raman active mode.

3.3. Laser-light-sheet scattering method

The NP cloud dynamics was studied using the laser-light-
sheet scattering method [29, 30]. A vertical laser sheet of
2 cm height (40 mW, wavelength A\, = 532 nm, linear polar-
isation at 45° with respect to the horizontal plane (i.e. scat-
tering plane)) was passing through the electrode assembly
in the gap between the half-cylinders (see figure 1). The
light scattered by the dust particles was recorded at 90° by a
12 bits megapixel resolution digital CCD camera (BASLER
ACE acA1300-60gm). A low frame rate of 1 frame per
second and a long exposure time of 0.5 s were necessary
to compensate for the low intensity of the scattered light.
An interference filter centred on the laser wavelength was
placed in front of the camera lens to reject most of the
plasma emission. The position of the centre of the laser
sheet was adjusted between 1 cm and 9 cm above the anode
during the experiments.

3.4. Light extinction spectrometry (LES)

3.4.1. LES principle. N and the normalised PSD, n, were
recovered in-line using the LES technique, which consists in
analysing the spectral transmittance 7'()\) of a broadband and
collimated light beam passing through the plasma containing
the studied NP cloud. If /j and I, are the spectral intensities
of the incident and the exiting beam respectively, T(\) can be
defined as follows:

1) = Biasma(A) — (A
To(A) = (N
where A stands for the considered wavelength, lpjasma for the
intensity of the plasma emission in the direction of propaga-
tion of the incident beam and I, for the noise of the detection
system (i.e. dark noise and residual background optical noise).
If the detection of multiple scattered photons is negligible, the
measured transmission is simply an exponentially decreasing
function whose argument is the product of the probing length
L (i.e. the cloud width), and the cloud turbidity 7. The latter is
the product of N and the mean extinction cross section Cey Of
the particles illuminated by the probing beam. Cey is an inte-
gral quantity that depends on the extinction cross section of
each particle (shape, size, refractive index, etc) and its statis-
tical weight in the particulate medium. It is more convenient
to write the LES transmission equation in its linearised and

discretised form [25]:

T\ = (1

My,
In(T(\)) = =NL Y Cyn; )
j=1
where Cj; is the statistical averaged extinction cross-section
for the particle size class j (with j = 1,2, ... Mp, where M) is
the maximum number of considered size classes) and for the
wavelength \; (with i = 1,2, ... K;, where K; is the maximum
number of considered wavelengths); n; is the probability
density associated with the particle-size class centred on the
diameter D;.

The particle shape model used in the present study to
describe tungsten NPs is a sphere (see section 4.1 for valida-
tion). Consequently, all the elements of C;; can be calculated
using the Lorenz—Mie theory [30]. Particle inhomogeneities,
such as porosity or tungsten oxide spherical inclusions, can
also be taken into account using the Maxwell-Garnett effec-
tive media approximation. More details and comparisons with
other light scattering theories can be found in Refs. [25, 30].
To illustrate the effects of particle inhomogeneities, the evo-
lution of Cey is plotted in figure 2 for pure (tungsten mass
fraction, fiy = 100%), porous (f = 74%, the remaining being
empty) and oxidised (fiy = 74% and fy03 = 26%) tungsten
NPs. The differences among the cases are mostly observed
in the UV-range, where the size parameter (7D/)) of these
Rayleigh-like particles is maximum, as well as the imaginary
part of their refractive index [31].

3.4.2. Inversion procedure of LES measurements. Solving
equation (2) requires to solve a discrete ill-posed problem
[25, 31] and thus, to implement in the inversion algorithm a
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Figure 2. Spectral evolution of the extinction coefficient Cey of
spherical particles of (a) D = 29nm, (b) D = 65nm and of various
compositions: pure tungsten, tungsten with spherical vacuum
inclusions ( fiy = 74%), tungsten with tungsten oxide spherical
inclusions ( fiy = 74%, fyos = 26%).

specific regularisation scheme. The classical regularisation
methods, such as the Philips—=Twomey and Tikhonov meth-
ods or the truncated singular value decomposition, did not
work properly when applied to the present experimental data.
It mainly resulted from the weakness of the signal-to-noise
ratio of experimental transmission spectra because of the rela-
tive low value of N in the discharge. In the present study, to
get more robust inversions, additional physical inputs were
required. In [22, 24], it was shown that up to 500 s, PSDs were
mono-modal or bi-modal depending on the collection method.
Based on these SEM analyses, PSDs were thus assumed to be
of a particular type: unimodal or bimodal one. A mode n(D)
was simply described by a log-normal distribution depending
of two parameters: a mean diameter D and a standard-devia-
tion 0. The mode boundaries were deduced by truncating the
PSD at 1/1000 of its global maximum [25]. It followed that,
for a bimodal distribution (i.e. two distinct particle populations
ny (D) and ny(D)), five parameters needed to be estimated: two
mean diameters D; and D,, two standard deviations oy and
o, and a constant o quantifying the relative weight in num-
ber of each distribution: n(D) = any(D) + (1 — a)na(D), with
0<a< 1 All of these parameters could be deduced from a
classical [25] iterative and weighted least squares algorithm
that compares experimental and the theoretical extinction
spectra (i.e. equation (2)).

Table 1. Parameters of synthetic PSDs associated with spectra of
figure 3.

Dependent model: nominal parameters

D, oy D, 253 « D, Om
Cases [nm]  [om]  [om]  [am]  [-]  [am]  [nm]

Unimodal cases

Case (a) 29 5 0 0 1 29 5

Case (b) 65 5 0 0 1 65 5
Bimodal cases

Case (¢) 29 5 65 5 0.1 614 118

Case (d) 29 5 65 5 0.5 47.1 18.6

Case (e) 29 5 65 5 09 327 117

Note: D, and gy, are the statistical parameters of the unimodal populations
equivalent to the bimodal ions (they are obviousl: for
unimodal populations).

(a) 0 200 300 400 500 600 700 300
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N‘o -4 —=— case (a)
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Figure 3. (a) Evolution of the logarithm of synthetic transmittance
spectra calculated for tugnsten spherical particles. The associated
PSD parameters are reported in table 1. (b) Evolution of synthetic
In(T) spectra calculated in the case of an unimodal population (case
(b) in table 1) for pure, porous or oxidised tungsten NPs.

3.4.3. Sensitivity of the LES inversion procedure. In this
section, numerical results providing physical insights and
estimations of the LES technique resolution are reported. Five
test cases, either unimodal or bimodal, are considered. Their
statistical parameters and the associated logarithm of the syn-
thetic transmittance spectra , In(T), are reported in table 1 and
figure 3(a) respectively. These spectra have been calculated
for pure tungsten particles using the Lorenz—Mie theory.
To focus on the effects of the particle size on the transmittance
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Table 2. Error (‘Err’) between the recovered and nominal mean
diameters and standard deviations of synthetic spectra of figure 3(a).

Unimodal Bimodal

Err(D) Err(o) Err(Dy) Err(oy) Err(D2) Err(os) Err(a)
[nm]

Cases [nm] [nm] [nm] [nm] [nm]  [-]
Case (a) 2.0 0.0 2.0 00 — — 0.0
Case (b) —1.0 —10 -1.0 —-10 — — 0.0
Case(c) 0.6 —438 2.0 00 -1.0 -10 00
Case(d) 1.9 —56 2.0 00 -1.0 -10 00
Case (e) —0.7 1.3 2.0 0.0 —1.0 -1.0 00

Note: A negative error indicates an underestimation of the statistical
parameter. In cases ((c)—(e)), for unimodal inversion method, the error
between d and nominal are it
values: D, and @,.

d using the mean

spectra, they were all calculated for a constant particle number
concentration.

For synthetic unimodal populations (see case (a) and case
(b), table 1), an increase of the particle size leads to a decrease
in transmistance, in particular at short wavelengths. In the
case of a synthetic bimodal particle clouds, the shape of In(T)
spectra still depends on the size of the particles but also on
the proportion « of a population with respect to the other one.
A low proportion of small particles (o< 0.1) changes only
slightly transmission rate at short wavelengths, as show the
spectra associated with the cases (b) and (c) (table 1). Larger
proportion of small particles in the synthetic cloud (a 2 0.9)
leads to an increase of the transmission rate (see spectra asso-
ciated with the cases (d) and (e)).

To further test the capability of LES inversion proce-
dure to distinguish between one or two particle populations,
a white noise with an amplitude corresponding to 4% (i.e.
SNR ~ 14dB) of the minimum transmission was added to
the transmittance spectra shown in figure 3(a). Note that this
noise amplitude is representative of the experimental one. The
error between the recovered (after inversion) and the nominal
statistical parameters of these synthetic PSDs are reported on
table 2. With an inversion of the first type (i.e. researching
unimodal PSDs), the statistical parameters of cases (a) and (b)
are perfectly recovered, while those of bimodal populations
(cases (c) ... (e)) are naturally poorly recovered. Note that for
low values of v, using a unimodal assumption leads to rather
satisfactory estimation of D; and o, i.e. the particle popula-
tion with the largest size and highest concentration. This is
consistent with the previous observation regarding spectra of
bimodal particle clouds containing only a low concentration
of small particles. On the contrary, using a second type inver-
sion (i.e. researching bimodal PSDs) allows a good recon-
struction of all of these synthetic PSDs (see table 2).

LES measurements and inversions also depend on the par-
ticle composition (through the particle complex refractive
index). As an illustration, table 3 reports the errors between
the parameters of the recovered and the nominal PSDs in
the case of an unimodal distribution (case (b), table 1): the
tungsten particles were alternatively pure (tungsten mass
fraction, fy = 100%), porous ( fyy = 74%) or partly oxidised
(fw=74% and fyyo, = 26%). As mentioned above, for these

calculations, the Maxwell-Garnett effective medium approxi-
mation was used to account for the effects of pores or WO3
inclusions. As before, a white noise with a relative amplitude
of 4% is added on the associated In(T) spectra. It turns out
that, globally, an overestimation of the particle density leads
to an underestimation of the mean diameter and to a slight
underestimation of the standard deviation. WOj3 inclusions do
not have a large effect on the synthetic In(T) spectra.

In figure 4, the recovered evolution of the mean diameter
as a function of the relative noise amplitude of the synthetic
transmission rate corresponding to the PSD of case (b) is
plotted. When the relative amplitude is lower than 4%, the
statistical parameters of case (b) are almost perfectly recon-
structed, which is not the case for higher relative noise ampli-
tude. In particular, an increase of the noise amplitude leads
to an overestimation of the value of ;. However, the error on
D does not exceed 15% even for noise amplitude <12%. The
absolute error on N also increases with the noise amplitude but
the recovered values are within 30% of the real one for noise
amplitude <12%.

Given all the numerical tests, it can be concluded that, on
the conditions that one has a minimum knowledge on the NPs
(shape, composition) and makes reasonable assumptions on
the PSD shape, LES is an accurate diagnostic even in noisy
environments.

3.4.4. LES Experimental setup. The LES set-up (see appen-
dix) was composed of a highly-stabilised Halogen-Deuterium
lamp (Ocean Optics, DH-2000-DUV), solarisation resistant
optical fibres with a 100 ym core, an on-line intensity attenu-
ator, achromatic coupling and collimating optics (50nm focal
length parabolic mirrors), a diaphragm and a CCD spectrom-
eter (Oceans Optics, Maya Pro). This low noise and high
dynamic range spectrometer has an enhanced response in
the UV range and a global half-height resolution of 2-5nm
in the spectral range 220-1040nm where LES measurements
were performed. Full optical calculations have demonstrated
that for the considered particle size and concentrations, and
because of the small aperture angle of the LES detection
system (less than 1°), multiple scattering is negligible. Opti-
cal choppers were used to chop the probing beam of 1 mm
in diameter, in order to record periodically: the optical and
electronic signals, the reference signal and the plasma light
emissions. This allowed us to record one corrected transmis-
sion spectrum (see equation (2)) every 2 s.

4. Results

4.1. Electron microscopy

SEM results have been described in details in previous articles
[22, 24]. Here is a quick outline of the main results obtained:

e NPs were pushed towards the anode located at the bottom
of the discharge set-up and could get detrapped and fall
on the anode. The later the substrate was exposed to the
plasma, the bigger were the collected NPs. The biggest
NPs could have diameter up to 150nm for discharge
duration of 500 s.
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Table 3. Error between the recovered and nominal mean diameters and standard deviations of synthetic spectra of figure 3(b).

Pure Porous Oxidised
Assumed compositions Err(D) [nm] Err(o) [nm] Err(D) [nm] Err(o) [nm] Err(D) [nm] Err(o) [nm]
Pure, fiy = 100% ~1.0 ~1.0 2.0 20.0 5.0 0.0
Porous, fiy = 74% —-9.0 —4.0 —-1.0 —-1.0 —20.0 0.0
Oxidised, fiy = 74% -8.0 —4.0 —1.0 13.1 —1.0 -1.0
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Figure 4. (a) Evolution of the recovered first two moments of the
PSDs as a function of the relative noise amplitude. (b) Evolution of
the absolute error on N as a function of the relative noise amplitude.
Synthetic spectra are calculated using the PSD of case (b) (see
table 1).

e Small particles (mean diameter ~30nm) were always
observed on the substrate when the discharge was
switched off (method (ii), see section 3.1). These results
indicated constant nucleation and growth of NPs in the
upper part of the discharge (cathode side).

Electron microscopy studies of particles collected after
a 300 s plasma indicate that NPs are roughly spherical, and
look mainly like a compact aggregate of tungsten crystallites
(d~2-4nm) (see figure 5), justifying partially our hypoth-
eses on the particle shape model for LES data inversion (see
figure 7 in [25]).

4.2. Raman spectroscopy

Measurements were performed directly on the cathode and on
stainless steel samples covered with NPs. Weak tungsten oxide
signatures were observed by Raman spectroscopy. In order to

— o
20 nm

200 nm
- —

Figure 5. Images of a NP collected after a 300 s plasma. (a) SEM.
(b) HR-TEM. (¢c)HAADEF-STEM. The fringe patterns in (b) are the
crystallites. The white dots in (c) are the tungsten crystallites.

check if NPs were weakly oxidised or not, they have been
heated under an oxygen containing atmosphere. The growth
of tungsten oxide bending and stretching modes was observed
only for temperature higher than 700 °C. Final Raman scat-
tering intensities were multiplied by a factor of ~25 showing
that the weak bands, observed at room temperature were due
to surface oxide, probably formed during the venting of the
chamber, after the experiments. It is worth reminding that we
have shown in section 3.4.3 that a small amount of oxide in
the NPs has a negligible impact on LES transmittance spectra.
Therefore, for the rest of this study, it was assumed that the
NPs in the plasma were composed of tungsten crystallites and,
consequently, complex refractive index of pure tungsten [32]
was used to inverse LES measurements.

4.3. laser-light-sheet scattering measurements

In an earlier study [24], laser-light-sheet scattering measure-
ments just above the anode revealed that the dust particle
cloud was compressed and pushed towards the anode during
the discharge. For a better understanding of the dynamics
of the growing process, further experiments with different
positions of the laser-light sheet above the anode have been
performed. In each experiment, no NPs could be detected
by our laser-light scattering system during the first 30 s after
plasma ignition.

In figure 6(a), a snapshot of the scattered laser-light 45 s
after plasma ignition is shown. The centre of the laser-light-
sheet was positioned at 2cm of the cathode surface (i.e. 8cm
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(a)

Residual plasma light

Figure 6. Typical snapshot of the scattered laser-light 45 s after plasma ignition : (a) raw image, (b) same as (a) with an edge detection
filter applied to the image. The horizontal black arrow shows the position of the lower edge of the laser sheet which was positioned 2cm
below the cathode. The oblique white arrow shows the top edge of the NP cloud. The dashed vertical line indicates the position of the

discharge axis.

from the anode). For a better visualisation of the boundary of
the dust cloud, an edge detection was applied to the raw image
(figure 6(b)). The top edge of the cloud had a very convex
shape and an apparently dust-free hole centred on the discharge
axis was visible (no NP detected by laser-light scattering). In
figure 6(a), one can see that there was a strong plasma emis-
sion in this region. It corresponded to the expanding luminous
‘blue glow’ appearing at the centre of the tungsten cathode
a few seconds after plasma ignition [22]. During the hemi-
spherical expansion of this glow, the NP cloud was pushed
toward the bottom and the side of the discharge gap explaining
its convex shape.

In figure 7(a), three snapshots are shown for a laser-light
sheet positioned 3.4cm above the anode. The scattered light
intensity increased with time until the dust cloud was pushed
down and toward the side of the discharge and, as observed
close to the cathode, an apparently ‘dust-free’ hole was
expanding in the discharge. This behaviour was observed at
all investigated heights between the electrodes and, as already
stated, could be linked to the expanding luminous ‘blue glow’
observed on the cathode centre a few second after plasma
ignition (see figure 6) [22]. This effect was clear at 1 =210 s
after plasma ignition: in figure 7(a) the top edge of the NP
cloud is convex. Note that the intensity gradients observed
in figure 7 are the result of a convolution between the ver-
tical intensity profile of the laser-light sheet, with the NP size/
number concentration gradients in the region illuminated by
the laser-light sheet. Since the scattering regime for the con-
sidered NPs is in between the Rayleigh regime and the lower
bound of the Mie scattering regime, the NP scattering effi-
ciency is proportional to D° for the smallest and tends to (but
does not reach) the limit of D? for the largest NPs. That is any
detailed interpretation of the continuous changes in the inten-
sity gradients (or ‘inhomogeneities’) observed in figure 7(a),
has to be done with caution.

In figure 7(b), the distance of the upper edge of the NP
cloud is plotted as a function of time. Note that even though
every experiment was carried out with the same discharge
parameters, there was a strong dispersion in the measured
time (£50 s for the cloud top edge positioned at 3cm above
the anode). This is due to the high sensitivity of NP growth
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Figure 7. (a) Snapshots of the video of the scattered laser-light

at different times after plasma ignition. The dashed green lines
show the upper and lower edges of the vertical laser sheet. The
centre of the laser sheet was 3.4 cm above the anode. (b) Distance
of the upper edge of the NP cloud (1st generation) to the anode on
the discharge axis as a function of time extracted from laser-light
scattering data. The latter were accumulated over 21 experiments.
The red line represents a fitted mean position of the upper edge of
the NP cloud. The dashed green lines are the errorbars at 3 standard
deviations.

to the initial conditions (base pressure, cathode surface state,
etc). This effect was also observed in radio-frequency dis-
charge in which NPs are grown by sputtering of a polymer
layer on the electrode [33]. The general behaviour of the NP
cloud was however always the same. The maximum height of
the dust cloud edge was ~7.5cm above the anode at 1~30 s

J. Phys. D: Appl. Phys. 49 (2016) 045203

S Barbosa et al

Transmittance, T [-]
(a) 0.992 0.994 0.996 0.998 1

300 -

400
500
600
700
800

Wavelength, A [nm]

50 100 150 200 250 300 350 400 450
Time, t [s

®

N h=28cm
z Oy N
= ~ = ~ ~ )
5 0.995 Tt
o1
g h=53cm )/
b= - /
£ = QA
é 0.99 l =7 1
s z
= = l
N
0.985
0 50 100 150 200 250
Time, t [s]
Figure 8. (a) Evolution of the e at different 1 hs

as a function of time, 2.8 cm above the anode for a 500 s discharge.
(b) Transmittance at 250 nm at different heights above the anode:
gray lines, i = 2.8 cm; black lines, 2 = 5.3 cm. Each plain, dashed,
or dotted line corresponds to a separate experiment.

after plasma ignition. Soon after the NP cloud could be
detected, it started to be pushed toward the anode and the
edge of the discharge. For ~100 s, the movement of the NP
cloud was quite slow and the height variation of the upper
edge was ~1 cm. Then, in ~200 s the upper edge position felt
from ~6.5cm to less than 1 cm, meaning that a major part of
the plasma seemed free of dust. However, our previous studies
have shown that small NPs (hardly detectable by laser-light
scattering ) were growing in this region [24].

4.4. Light extinction spectrometry

In figure 8(a), the temporal evolution of the transmittance at
different wavelengths is shown when the probing beam was
positioned 2.8 cm above the anode. As expected for NPs, the
transmittance at short wavelengths was more affected by the
presence of the growing tungsten NPs than at long wave-
lengths (i.e. T~ 1). In figure 8(b), evolutions of the trans-
mittance at A = 250 nm for five experiments with the same
discharge parameters (two measurements at 7 = 5.3cm and
three measurements at 7 = 2.8cm) are shown. While not
exactly the same, due to the high sensitivity of the experi-
ments to the initial conditions, one can see that the measure-
ments at the same height were similar.

The overall shape was comparable for both heights but
the kinetics was faster in the measurements made at the
highest positions. For instance, the minimum of transmittance
occurred at 7~ 170 s at & = 5.3cm while it occurred at 7> 220 s
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Figure 9. (a) Temporal evolution of mean diameters (represented
by squares or by circles) and the associated standard-deviations
(represented by bars) measured by LES at the height 7 = 2.8cm
from the anode. A bimodal PSD is detected, its large mode is
represented by the circle line, while its small mode is represented
by the square line. (b) Temporal evolution of N, as well as aN and
(1 — @)N associated with the small and large modes of the PSD,
respectively.

at i = 2.8 cm. These minima in transmittance could be linked
to the opening of the apparently ‘dust-free’ hole at the investi-
gated height. The times of the minima matched indeed within
errorbars the position of the upper edge of the dust particle
cloud on the discharge axis (see figure 7(b)). Before reaching
a transmission minimum, the NP number concentration and/
or NP size in the LES beam have increased which explained
the transmittance decrease. From this time, the path length of
the LES beam through the cloud visible by laser-light-sheet
scattering started to decrease and the transmittance started to
increase. Note that it was previously reported [24] that small
NPs were present in this hole. Extinction being very sensitive
to the NP size, the larger having the greatest effect, replacing
large NPs by smaller one is almost similar in effect to a dust-
free zone.

It may appear surprising that LES transmittances at higher
probing positions in the plasma were smaller than at lower
LES positions. However, as the cloud was pushed toward
the side of the discharge, some particles were constantly lost
through the vertical slits between the half glass tubes used for
the optical diagnostics, explaining the higher transmittance at
lower beam positions.

In figures 9(a) and (b), the recovered evolution of the PSD
and N are presented. They correspond to the transmittance
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spectrum shown in figure 8(a). Six different phases could be
extracted in the measured NP growth and dynamics®.

e Before ~70 s, no information could be accurately
extracted from the transmittance spectra. It indicates that
NPs in the LES beam were very small and possibly in
very low number concentration.
From ~70 s to ~170 s, the PSD was found to be clearly
unimodal, as the inversion procedure forcing a bimodal
distribution gave two identical modes with the same
weight. During this phase, the mean particle diameter
increased from ~20nm to ~30nm. N was nearly constant
(~2 - 10" m~3) even if a smooth decrease (over ~12 s) in
N, coinciding with higher values of ¢;, was observed at
t~ 80 s. This increase in oy could be attributed to local
higher values of the relative noise in LES measurements
(see results of the synthetic study presented in sec-
tion 3.4.3, more particularly in figure 4) that could be due
to very intense and fluctuating plasma emissions occuring
after ignition [22]. As a transmittance spectrum depends
on a convolution between N and the PSD, large recov-
ered values of gy (i.e. a large distribution) imply small
recovered values of N. Moreover, the PSD remained
mono-modal after 80s which favours the hypothesis of an
inversion artefact.

e Att ~170 s, an inflection point is observed on the trans-
mittance rate at all wavelengths, while the PSD became
abruptly bi-modal: each mode which were initially iden-
tical are suddenly well separated. Simultaneously, the
total concentration in number decreased abruptly (in less
than ~6 s). The number concentration of the small (i.e.
original) mode particles decreased also abruptly, while
the concentration of the large mode particles, which just
appeared, was very small. These observations suggest an
agglomeration of the small particles at constant volume.
Nevertheless as the agglomeration process was not
instantaneous, small particles were not totally consumed
and some remained in the LES beam. After this time, the
mean diameter of the particles in the large mode stayed
almost constant while the mean diameter of the particles
of the small mode steadily increased.

Two mechanisms could explain the apparent growth of
the NPs of the small mode: surface growth by molecular
sticking or agglomeration. If the NPs of the small mode
were growing by surface deposition or by agglomeration
with very small undetectable particles, their number con-
centration should be constant. It was not the case here,
figure 9 clearly shows a decrease of their number con-
centration. In addition, it can be shown using the theory
of [34], that tungsten vapour concentration is maximum
around 1 cm below the cathode and is rapidly decreasing
when going towards the anode. Consequently, surface
growth on the anode side, where LES measurements were
performed, was most probably negligible.

A more likely explanation is that they were consummed
by agglomeration to create the NPs of the large mode.

#Note that these phases occurred independently of the LES scanning
position, the kinetics at the highest position being only faster

Even if the agglomeration of the 35nm particles should
normally be suppressed because they are negatively
charged, it may still exist due to a mechanism called the
polarisation-induced ion flux asymmetry (PIFA) [35, 36].
In the PIFA mechanism, it is proposed that a NP becomes
polarised due to the influence of the electric field created
by the neighbouring grain which leads to an asymmetry
of the ion flux onto the surface grain resulting in a force
in the direction of the electric field. PIFA mechanism thus
allows negatively charged large particle to agglomerate
with smaller negatively charges one. It was verified
experimentally in a RF discharge [36]. Furthermore, as
NPs were getting deeper in the negative glow, i.e. closer
to the anode, the electron temperature decreased and so
did the NP charge (in absolute value) reducing the repul-
sive force.

Finally, the agglomeration hypothesis is favoured by the
sudden appearance of the large mode in concordance with
a sudden decrease of the number concentration of the
NPs of the small mode. One should also note that the two
modes of the PSD are log-normal and only the mean sizes
are given in figure 9. While the PIFA mechanism allows
the agglomeration of negatively charged particles, it still
favours the agglomeration of the smallest one with the
largest one. Consequently, smallest NPs were consumed
in priority and, in return, the mean diameter of the small
mode increased. Experiments at different heights showed
that this phase occurs quicker when closer to the cathode.
A possible explanation for the triggering of the agglom-
eration phase is that when large particle pass through a
cloud of smaller particle, agglomeration is enhanced
[35-37].

At ~220 s, the transmittance reached a minima at all
wavelengths and from this time N started to decrease
rapidly. When looking at the two modes of the PSD, their
mean size remained almost unchanged but the weight
of the smaller particles decreased rapidly. As discussed
previously, this corresponded to the opening of the ‘dust-
free’ region in the LES beam. From this time, the path
length of the LES beam through the cloud (visualised
by laser-light-sheet scattering) started to decrease and
the transmittance started to increase due to a decreasing
number density. Note that in the region freed by the
first generation of NPs, new NPs were starting to grow
[24]. They however remained undetectable with the LES
diagnostics as, extinction being very sensitive to NP size,
large NPs had the greatest effect and the overall effects
was almost similar to a ‘dust-free’ zone. It also explains
why the weight of smaller mode of the PSD was more
affected. As stated earlier, the evolution of the LES signal
was similar for the different investigated positions of
the probing beam. Only the dynamics was faster when
closer to the cathode. After inversion of the LES spectra,
another difference appeared. In figure 10, the size of the
particle at the minimum of transmittance for different
LES beam height are presented. The PSD was bimodal
at all investigated heights. No trend is observable for the
mean size of the NPs belonging to the small mode which
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Figure 10. Evolution of the particle size reached at the minima in
transmittance.

remain around 40nm while the mean size of the particle
belonging to the large mode is increasing when getting
closer to the anode. This is a clear indication for a con-
tinuous growth of NPs while getting transported towards
the anode. Earlier measurements of the particle collected
on the anode showed that the NPs can reach size up to
150nm [24]. Such large size were not measured by LES,
strongly suggesting that NP growth continued below the
minimum investigated LES beam height. This is also
compatible with the earlier hypothesis of an agglomera-
tion phase enhanced by the penetration of large NPs into
the cloud of smaller particles, the former growing further
while transported towards the anode.

From ~250sto ~350s (see figure 9), the two modes of the
PSD were almost superimposed (~50nm and ~60nm).
The number concentrations of both mode were equivalent
(<0.1- 10" m~3) and the total number concentration was
slowly decreasing. These observations were the conse-
quence of two effects: the agglomeration process which
consumed the smallest particle and the opening of the
‘dust-free’ zone in the LES beam. However, it has to be
noted that the two modes of the PSD remain distinct from
each other as the largest particles of the original small
mode are probably too big to agglomerate, even consid-
ering the PIFA mechanism.

From ~350 s to ~400 s, N increased rapidly while the
mean NP diameter felt down to ~35nm (monomodal
distribution). On the transmittance spectrum, it cor-
responded to a new decrease of the transmittance. This
period of time corresponded to the expulsion of the last
large NPs of the first generation and consequently, an
easier detection of the second generation of NPs. It is in
accordance with our earlier experiments [24]: large NPs
were expelled from the plasma and new small ones were
synthesised in the region freed from the first generation
(mainly above as the NP cloud is pushed down) where
nucleation could take place again from sputtered atoms.
This behaviour is similar to the one observed in radio-
frequency discharges where a ‘void’ usually appears in
the plasma centre, in which new dust particles are grown
[33, 38, 39].

e From ~400 s, the PSD became again bi-modal with
an associated decrease of N n in a very similar manner
to what happened at 1 ~ 170 s. These were signs of an
agglomeration process occurring in the second genera-
tion NP cloud.

5. Conclusion and perspectives

In this article, a detailed characterisation of a growing NP
cloud in a DC sputtering low pressure argon glow discharge
with a tungsten cathode was performed. The shape and
composition of NPs with ex-situ diagnostics (SEM,TEM.
HAADF-TEM and Raman spectroscopy) was determined.
The particles were found to be mainly compact spheroids of
pure tungsten crystallites which allowed us to use the com-
plex refractive index of pure tungsten for the LES diagnostics.
Laser-light scattering of a vertical laser sheet positioned at
different heights in the inter-electrode gap showed that the NP
cloud was pushed towards the edge of the discharge and the
anode leaving a zone in which nucleation of new NPs could
take place. In addition, the evolution of the PSD and N were
studied in-situ by LES. This diagnostic has revealed a phase
of NP growth by agglomeration, followed by the appearance
of a second NP generation. The agglomeration phase was
identified by a sudden change of the PSD from monomodal to
bi-modal followed by a gradual disappearance of the small
NPs. Results have also confirmed that the second generation of
NPs appeared in the space freed by the first NP generation. At
the minimum of transmittance, while the PSD was bi-modal at
all investigated positions between the electrode, the mean size
of the NPs belonging to the large mode of the PSD increased
when getting closer to the anode. On the contrary, the mean
size of the NPs belonging to the small mode remained approxi-
mately constant. This results suggests that agglomeration was
triggered when the biggest NPs passed through a cloud of
smaller NPs. They thus grew until they reach the anode side
of the discharge. It shows that the largest particles are agglom-
erates of smaller ~35nm particles and is consistent with
our results reported in earlier studies using electron micros-
copy measurements to reconstruct PSDs of particle collected
at the anode centre [22-24]. Furthermore, as the NP growth
continued below the LES scanning positions, it explains the
apparent dissimilarities observed between the in-situ optical
and the ex-situ electron microscopy PSD measurements.

Future investigations will combine local measurements of
plasma properties with the in-situ PSD diagnostics, to confirm
some interpretations drawn in the present paper and to cor-
relate NP growths and dynamics to the local evolution of the
plasma parameters.
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Figure A1. (a) Schematic of the LES acquisition system: (1) tungsten cathode, (2) stainless-steal grounded anode, (3) glass half cylinders,
(4) UV fused silica windows, (5) highly-stabilised Halogen—Deuterium lamp, (6) optical fibers, (7) on-line intensity attenuator, (8)
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(13) PC. (b) Acquisition chronogram of the intensities.
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Appendix. LES set-up

The LES set-up (see figure Al) was composed of a highly-
stabilised Halogen-Deuterium lamp (Ocean Optics, DH-2000-
DUV) (5), solarisation resistant optical fibres (6) with a 100
pm core, an on-line intensity attenuator (7), achromatic cou-
pling and collimating optics (50nm focal length parabolic
mirrors) (8-9), a diaphragm (10) and a CCD spectrometer
(Oceans Optics, Maya Pro) (12). Optical choppers (11a-11b)
were used to chop the probing beam of 1 mm in diameter and
a typical probing length of 10cm, in order to record periodi-
cally: the optical and electronic signals, the reference signal
and the plasma light emissions. This allowed us to record one
corrected transmission spectrum (see equation (2)) every 2 s.
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Abstract. In this article, the plasma parameters of a direct current magnetron discharge in argon at mod-
erate pressure (10 to 40 Pa) using an aluminium cathode are explored. The density of argon excited states,
the sputtered aluminium atom density and the electron temperature are estimated using a collisional—
radiative model. The electron temperature obtained using optical emission spectroscopic data agrees well
with measurements taken using a Langmuir probe. The influence of the discharge parameters, namely the
background argon pressure and the discharge current, are discussed.

1 Introduction

Magnetron discharges are widely used for thin-film
deposition [1]. In planar magnetron discharges, mag-
netic fields created by permanent magnets positioned
behind the cathode trap electrons near the cathode
region allowing plasma production at relatively low
pressures [2,3], thereby favouring cathode material
sputtering by energetic ions [4]. For the deposition of
metallic coating (copper, aluminium, tungsten, etc.),
inert gases such as argon (Ar) or krypton (Kr) are usu-
ally used [1,5-8].

Nanoparticle (NP) formation in glow discharges has
been the subject of many studies during the past
decades. For example, NP growth and effects on dis-
charge parameters have been studied in radio-frequency
(RF) discharges using reactive gases such as silane [9]
or acetylene [10], and by sputtering of the electrodes
[11,12]. Studies have also been devoted to the study of
the growth and the dynamics of the NP clouds in direct
current (DC) sputtering glow discharges using differ-
ent cathode materials [13-16]. It was shown that the
growth process strongly depends on the type of cath-
ode material and other discharge parameters, such as
the neutral gas pressure and the discharge current. In
the specific case of the formation of tungsten NPs, it
was shown that the formation mechanisms and trans-
port between electrodes exhibit complex dynamics [17].
Since the mid-1990s, RF and DC magnetron sputtering
in gas aggregation sources (MS-GAS) is commonly used

*e-mail: slobodan.mitic@expl.physik.uni-giessen.de
b e-mails: lenaic.couedel@usask.ca;
lenaic.couedel@univ-amu.fr (corresponding author)

Published online: 09 September 2021

to produce metal NPs [18-26]. In most cases, MS-GAS
consists of a high-pressure chamber in which the mag-
netron discharge is located connected to a low-pressure
expansion chamber in which a beam of NP can be fil-
tered and collected. NPs are formed in the high-pressure
side of the MS-GAS from the atoms ejected by sputter-
ing of the magnetron cathode. Even though MS-GAS
are extensively used to produce NPs of many different
materials, very few studies are devoted to the correla-
tion of NP growth dynamics in the high-pressure cham-
ber with the parameters of the magnetron discharges
[24,27,28]. The formation of NPs in a DC planar mag-
netron discharge in argon at relatively high pressures
(10s of Pa) is also possible [29,30]. In particular, exper-
imental studies on the formation of tungsten NPs in
high-pressure DC planar magnetron argon discharges
and their influence on plasma parameters were recently
done [31-33]. Nevertheless, DC magnetron plasmas in
high-pressure regimes are still poorly understood.

In this article, the dependence of the plasma param-
eters on the discharge conditions in a conventional DC
magnetron set-up was investigated. The cathode was
made of aluminium (Al), and the background gas was
Ar. The pressure (pa,) as well as the discharge current
(I4) was varied. The current—voltage relations of the
magnetron plasma were established for different pa,. In
addition, optical emission spectroscopy (OES) measure-
ments on Ar I and Al I lines were taken. A collisional -
radiative model including self-absorption corrections
was used to find the argon metastable atom density, alu-
minium atom density, electron temperature T;, and the
clectron density n,. Finally, the different plasma param-
eters (ne, T, and plasma potential V) were also mea-
sured at a fixed distance under the cathode on the sym-
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Fig. 1 Schematic of the experimental set-up. The red lines illustrate the magnetic field lines. The top right inset shows
the state of aluminium cathode after the experiments. Note the circular sputtering track. The bottom right inset shows a
scanning electron microscope image of aluminium nanoparticles grown in a plasma with Iy = 300 mA at pa, = 30 Pa for a

plasma duration of 60 s

metric axis of the magnetron discharge using a cylindri-
cal Langmuir probe. Plasma parameters obtained with
probe and OES measurements were compared and the
different results are discussed.

2 Experimental set-up

The experiments were performed using a planar unbal-
anced DC magnetron source (mcse-ROBEKO) in Ar.
The aluminium cathode had a diameter of 3 inches and
was facing a grounded anode 10 cm below its surface.
A grounded guard ring of 2 cm width and 1 cm height
and ~7.4 cm inner diameter was positioned under and
around the cathode assembly at a distance of 0.2 cm
from the aluminium surface (see Fig.1). Two glass half
cylinders were used to confine the plasma (and the pro-
duced nanoparticles). In order to perform optical emis-
sion spectroscopy and radial Langmuir probe measure-
ments, a 1 cm gap was kept between them.

The discharge assembly was installed in a stainless
steel cylinder device of 40 cm length and 30 cm diame-
ter. The base vacuum was maintained at < 10~% mbar
using a turbo molecular pump (Edwards TurboVac
400). An argon pressure between 10 Pa and 40 Pa at
a flow of 5 scem gas was set during the experiments.

£\ Springer

A current-regulated DC power supply (Glassman HV,
1 A-1 kV) was used to bias the cathode and maintain
the discharge current at a constant value (from 100 to
500 mA). The cathode was actively cooled with a flow
of ~ 1 L/min of water at room temperature. Before
cach series of experiments, the cathode was cleaned
by of low-pressure (~ 107! Pa), high-current (>0.5 A)
plasma pulses. Under the chosen operating conditions,
the cathode was sputtered and aluminium nanoparti-
cles could be grown (see bottom right inset of Fig.1).
A precise description of these particles and their mech-
anisms of formation are out of the scope of this arti-
cle. For each experiments, measurements were taken
after the discharge had reached a steady state (con-
stant V. and optical emission intensities) in order to
minimise the effect of changing cathode surface con-
ditions and the effect of growing nanoparticles in the
plasma [12,15,34,35].

3 Electrical characteristics of the DC
magnetron discharge

The current—voltage relation in planar magnetrons can
provide indirect information about the sputtering rate
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Fig. 2 Discharge current I as a function of the cathode
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value of n obtained for each pressure is given in the inset

in the magnetron as it strongly depends on the back-
ground gas pressure and the dynamics of the sput-
tered cathode atoms [36]. Note that current—voltage
relationships also depend on the gas-target combina-
tion, the secondary electron emission rate due to ion
impact, the design of the magnetron, the magnetic field
strength and other experimental parameters [37]. For
this reason, the current-voltage relation was measured
for four pressures, for currents varying between 100 and
600 mA. The results are shown in Fig. 2.

As can be seen, all measured I; — V. characteristics
follow a curve that obeys the relation:

la=k-V m

‘When increasing the pressure from 10 Pa to 40 Pa,
the exponent n increases from n ~ 12 to n ~ 23. Ref.
[2] indicates that the electron trapping in the plasma
is more efficient at high pressures than at low pres-
sures. Since collisions with the neutral background are
more frequent at high pressures, the secondary electrons
emitted by the cathode due to ion and fast neutral bom-
bardment with a nonzero energy can be recaptured by
the cathode due to gyration around the magnetic field
lines [38,39]

4 Langmuir probe measurements

4.1 Experimental set-up

A cylindrical Langmuir probe (tungsten filament, 300
pm in diameter, 11.28 mm long) was used to measured
plasma parameters ~3 cm above the anode on the dis-
charge axis (see Fig. 1). This corresponds to a region
where the magnetic field is sufficiently low to consider
the electrons unmagnetised. Moreover, the magnetic
field lines are perpendicular to the probe axis, allowing
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us to use standard probe analysis to recover the plasma
parameters. Finally being about 7 ¢cm away from the
cathode allowed us to take the measurements in a region
where the number density of nanoparticles is low [28]
and where the aluminium coating of the probe assem-
bly develops slowly enough so the probe characteristics
remain unaffected for the duration of the experiment.

The measurements were taken in a steady-state dis-
charge (constant cathode bias and plasma emission
intensity). Moreover, additional laser light scattering
experiments seemed to indicate that there were indeed
no trapped particles in the probed region. To obtain the
current-voltage (IV) characteristics, the probe voltage
V,, was ramped up from —35 V to +10 V by step of
0.33 V. Depending on the discharge parameters, the
probe current I, varied from ~ —100 pA to ~ +35 mA.
Each measurement was repeated 3 times and averaged
out to obtain the I, — V}, curves.

4.2 Results

Due to the high sputtering rate of aluminium, the probe
was rapidly coated by an aluminium layer rendering a
study over the range of parameters accessible to opti-
cal emission spectroscopy measurements very compli-
cated. The Langmuir probe measurements were there-
fore limited to a smaller set of currents and pressures:
I4 = 300 mA and Iy = 500 mA for pressures between
20 and 40 Pa.

In Fig. 3, raw Langmuir probe I'V characteristics are
shown for different conditions. Analysis showed that
the electron energy distribution functions were quasi-
Maxwellian (see Fig. 3¢ and inset of Fig. 4b). The anal-
yses of the Langmuir probe IV characteristics were
performed using both the Langmuir analysis [40] and
Druyvesteyn analysis [41] which allowed us to recover
the different n. and 7, values. The two methods gave
very close results, and the average values of n. and T,
for the investigated discharge parameters are shown in
Fig. 4. Note that the measurements being taken far
away from the cathode where the electrons are con-
fined by the magnetic field, the reported values of elec-
tron density are at least one to two orders of magnitude
lower than that in the plasma ring confined by the mag-
netic arch near the cathode. Moreover, the electrons are
colder by about ~1 eV [24,33]. Consequently only the
trends are of interest in this study.

As expected, a higher current results in a higher
plasma density (Fig. 4a). With ne ~ 2.5- 10 em™ at
Iq = 300 mA and n. ~ 5- 10" cm™? at Iy = 500 mA,
the values of electron density are in agreement with
those observed in experiments using a tungsten cath-
ode [33] or using a titanium cathode [24] with similar
discharge currents and background gas pressures. The
plasma density is only slightly dependent on the gas
pressure and even show a small decrease when increas-
ing the background gas pressure at constant discharge
current.

Increasing the pressure results in a decrease in the
electron temperature (from 0.65 eV down to 0.55 eV,
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see Fig. 4b). The electron temperature seems, however,
almost insensitive to the discharge current. The mea-
sured electron temperatures are lower than the ones
measured in the same experiment using a tungsten
cathode [32,33] but close to the one measured under
similar experimental conditions with a titanium cath-
ode [24].

5 Optical emission spectroscopy

5.1 Experimental set-up

OES studies of the discharge plasma were carried out
using a monochromator (Acton Spectra Pro 25001, 500
mm focal length) coupled to a photomultiplier tube
(Hamamatsu R3896). Convex lenses and an optic fibre
were used to collect the emitted plasma radiation, ~1.5
cm below the aluminium cathode where the line of sight
crosses the high-density plasma ring below the cathode
(see Fig. 1). A previous study with a tungsten cath-
ode showed that nanoparticles could be trapped on the
edge of the last magnetic arch (~4 cm below the cath-
ode) [33] and the line of sight used for the optical spec-
trum acquisition was considered free of large nanopar-
ticles !. The spectra were then calibrated in intensity
using a spectral radiance calibrated SphereOptics SR~
3A integration sphere placed in front of the light col-
lection system (glass window, convex lenses, optic fibre,
monochromator and photomultiplier tube). After cal-
ibration, the relative intensities of each spectral line
could be compared.

1 The presence of small nanoparticle with diameter >10 nm
can nevertheless not be ruled out
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5.2 Collisional-radiative model of an argon
discharge containing aluminium

Plasma parameters were evaluated based on the opti-
cal emission spectra recorded in the range from 300 to
830 nm consisting of a set of most prominent argon
lines in the red and near-infrared range as well as a
few strong Al transition lines close to the UV range, as
visible in Fig. 5.

Emission spectra of an argon low-temperature plasma
have been successfully analysed by modelling collisional
and radiative processes responsible for the population of
excited states [42,43]. In the complete model for argon
[43,44], the populations of the first 14 excited states
(Ar(1s) and Ar(2p) branches) were modelled including
electron impact excitation from ground state, electron
coupling between and within the Ar(1ls) and Ar(2p)
levels, and electron quenching and radiative processes
including light trapping. It was shown that in the case of
low-temperature plasmas with moderate electron den-
sities and temperatures, the collisional-radiative model
(CRM) can be simplified to an extended corona model
including excitation from ground and 1s states and
radiation transfer processes [43,45]. As an outcome of
such a description, the population of Ar(2p) excited
states linearly depends on the electron density making
the analysis only dependent on the electron tempera-
ture.

In this case, the rate balance equation for excited
Ar(2p;) state can be written as:

dnagp; _ N - Ky opi(Te) + 21:2__5 nsj - Kigjapi(Te)
.5 Aij (1))

dt
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Fig. 4 a Electron density, n.. b Electron temperature,
T.. The inset is the electron energy probability function
(EEPF) obtained using Druyvesteyn analysis on the Lang-
muir probe IV characteristics measured at pa, = 40 Pa and
Iq = 300 mA. In both (a) and (b), the presented values are
the average of the Langmuir and Druyvesteyn analyses (7%
is obtained by a fit of the EEPF by a Maxwellian EEPF
for the Druyvesteyn analysis). Note that the points have
been artificially scattered around their true pressure value
for clarity of the plot

where N is the argon ground-state density, nig is the
Ar(ls) state densities, Ky opi and Kigj_op; are rate
coefficients for electron impact excitation of Ar(?pl)
from ground and Ar(1s) states, respectively. Radiative
processes are described by Einstein coefficients for spon-
tancous emission A;; corrected by radiation trapping
(self-absorption) factor v(1sj) [46,47].

Similar to our previous works [43,45], the argon spec-
tra was first analysed using the line branching method
in order to estimate the argon 1s state densities that
play an important role in the whole CRM and are
non-trivial to model. The line branching model com-
pares measured intensities of lines originating from the
same excited level, to the theoretically estimated ratios
(ratios of the Einstein coefficients for spontaneous emis-
sion), as in [43,48]. The difference can be further refined
by a self-absorption mechanism [49] depending on the
densities of the lower state of the considered transitions.
In such a case, observing two sets of lines transitioning
to the same two lower levels (e.g. Ar(1s4) and Ar(1s5))
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would lead to the evaluation of the lower state densities.
In the case of Ar emission spectra, the line branching
analysis could be successfully used for evaluation of Ar
1s state densities, based on the pairs of the emission
lines originating from different Ar(2p) excited states.
Evaluated Ar(1s) states densities are further used as an
input parameter in the rate balance equations describ-
ing populations of Ar(2p) states.

Steady-state solutions of the rate balance equa-
tions, for different Ar(2p) levels, were further used to
describe emitted radiation including the radiation trap-
ping effects (self-absorption). The resulting modelled
spectra, depending on electron temperature, can be var-
ied and compared with the measured spectra until the
best fit is found.

The line branching method was also used for the
characterisation of the aluminium-containing plasma by
comparing the intensities of emission lines terminating
on the ground states (Al(3p[1/2]) and Al(3p[3/2]) mul-
tiplets) providing an estimation of the Al atom density
in the plasma. While the structure and the energy of
the argon levels and the associated CR relations are well
known, only partial information is available for the Al
energy levels and the associated radiative coupling. A
sketch of known Al levels based on NIST database [50]
is given in Fig. 6.

Figures 5 and 6 show that the observed Al spectral
lines are composed of two sets of transitions originat-
ing from the lower excited Al(4s) and Al(3d) states.
Emission lines at 394 and 396 nm are clean single transi-
tions originating from a single excited Al(4s) state. The
second set of lines is actually composed of three lines:
one line at 309.27 nm originating from the energetically
higher multiplet Al(3d[5/2]), a second line at 309.28
line originating from the lower multiplet Al(3d[3/2])
and third line of this set being a pure single transition
emitted from the lower Al(3d[3/2]) multiplet. The first
two lines make a double line which cannot be resolved
with the spectrometer used in the experiment.

In the case of aluminium, the rate balance equations
describing the population of excited 4s and 3d states
includes the electron impact excitation from ground
states and the radiative decay from higher levels. How-
ever, in contrast to Ar plasmas where Ar atom density
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was known, the aluminium atom density in the plasma
is an unknown variable used for the evaluation of the
sputtering-deposition processes. The aluminium den-
sity is estimated by including Al line branching equa-
tions into the Ar/Al CRM.

5.3 Results

Measured optical emission spectra were first analysed
using only Ar emission lines, ignoring possible interac-
tions between Ar and Al. Ar spectra were first analysed
by the line branching method considering three pairs of
lines originating from different Ar(2p) levels in order to
extract the densities of Ar(1s5,1s4) excited states. For
this purpose the following ratios of line pairs were con-
sidered: 727/696, 738 /706 and 800/763 originating from
Ar(2p2), Ar(2p3) and Ar(2p6) excited levels, respec-
tively.

Once these two values were known, similar line ratios
could be recovered to evaluate the densities of other
Ar(1s3) and Ar(1s2) excited states. Due to the lim-
ited observed spectral range, single line ratios were con-
structed for the evaluation of each of the two states: the
826/696 line ratio for the Ar(1s2) state and the 794/714
line ratio for the Ar(1s3) state. Evaluations of Ar(1s2)
and Ar(1s3) states densities were prone to the error
due to low intensity of the 714 nm line and the reduced
spectral sensitivity of the spectrometer. (The 826 nm
line is at the edge of the observable spectral range.)
The reconstructed densities of all argon 1s states for
the considered plasma conditions are shown in Fig. 7.

With known Ar(1s4,1s5) state densities, rate balance
equations (Eq. (2)) were constructed for the excitation
of 6 rmAr(2p) levels (2py,2ps, 2ps, 2pg, 27, 2ps, 2p)
resulting in a steady-state solution depending only on
electron temperature. Line ratios were then simulated
for a wide range of electron temperatures and com-
pared with the measured values in order to find the best
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match. Such a method was developed and discussed in
details in Ref. [45] and compared with a complete CRM
[43] for similar plasma conditions. Rate coefficients for
electron impact excitation were calculated using the
same set of excitation cross sections as in Refs. [42,43]
and downloaded from the LXCAT database [51] and
integrated over the desired electron energy distribution
function. Rate coefficients calculated for Maxwell elec-
tron energy distribution function showed best agree-
ments for most of line ratios. The resulting estimates of
the average electron temperature based on argon CRM
are presented in Fig. 8 in thick blue with solutions from
individual line ratios shown in the background with thin
green, cyan, magenta and black lines. Only the results
with satisfactory confidence were shown in the figure,
based on the analysis of a wide range of conditions dis-
cussed in Ref. [45]. Evaluated electron temperatures are
relatively low (~ 1.5 eV) and show systematic depen-
dence on pressure and power.

The electron temperature for each studied discharge
condition was then used to reconstruct and compare
the relative changes in the intensities of the lines and
estimate the relative changes in the electron densities
considering that the measurement conditions remained
identical between each experiment. The estimated rela-
tive changes in electron densities are presented in Fig. 9
(blue lines).

Analysis of the Al spectra was done by building a
simpler CRM due to the limited number of available
cross sections and known interactions responsible for
the population of Al levels. A set of cross sections for
electron impact excitation from ground state, available
for only a limited number of transitions, is taken from
Ref. [52] and is used for calculations of rate coefficients.
Einstein coefficients for spontaneous emission of Al lev-
els were taken from the NIST database [50].
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The population of the energetic levels shown in Fig. 6
are modelled by taking into account direct electron
impact excitation from ground state (from both mul-
tiplets) while for lower energetic states Al(4s) and
Al(3d), additional population by cascading radiation
from upper levels was accounted for. In this descrip-
tion, no difference between the multiplets was con-
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sidered in the collisional processes so that excitation
from total ground-state density was taken in calcula-
tions. Considering that the CRM based on the line
ratio method is only dependent on the electron tem-
perature, the description of Al levels will addition-
ally have two more unknowns which are the ground-
state density multiplets. Observed emission spectra of
Al consist of only a few strong emission lines orig-
inating from three different energetic levels. It lim-
its the construction of a closed system of equations
which would provide a unique solution. For this pur-
pose, the Ar 750 nm line was also included in the
description and used for comparison with Ar emission
lines.

For this purpose, the ratio of Ar 750 nm and Al
308 nm lines was used to construct one equation while
the other was built by comparing the intensities of Al
308 and Al 309 nm aluminium spectral lines. A third
equation accounting for the radiation from the excited
Al(4s) state was also considered in the model as a ratio
of the Al 394 nm and Ar 750 nm lines. The system
of equations was additionally extended and improved
by an additional line branching equation correlating
the ratio of Al 394/396 nm lines with the ground-
state multiplet densities. Therefore, the line branch-
ing equation was constructed to evaluate the ratio of
394/396 nm emission lines originating from the same
Al(4s) exited level decaying on different ground-state
multiplets. With one more set of lines with the same
properties (originating from the same level and decay-
ing to the same ground-state multiplets), it would be
possible to uniquely solve the system and determine
the Al atom density in the plasma without additional
modelling. However, in the presented measurements, a
set of such lines was not observed. The best candidate
would be the ratio of 265.24/266.03 nm lines originat-
ing from Al(5s) excited state which is in a lower UV
range usually not observable with standard (VIS-NIR)
optics. However, the ratio of the Einstein coefficients
of Al 394 nm and 396 nm lines is close to 0.5 while
the measured ratio is close to unity, see Fig. 5. This
difference can be used to describe the necessary den-
sity ratio of the ground-state multiplets based on self-
absorption.

Hybrid Ar/Al model extended with the line branch-
ing relation consists of enough equations for finding
a unique solution to the electron temperature and
the density of aluminium in the ground state in the
plasma. The evaluated electron temperature is pre-
sented in Fig. 8 (thick red line). Although the tem-
perature shows similar systematic changes with con-
trolled parameters, the absolute values are substan-
tially higher than the one based on pure argon analy-
sis. Based on this electron temperatures, reconstructed
relative changes in electron densities appear lower, see
Fig. 9.

The density of Al in the plasma, evaluated by hybrid
Ar/Al analysis, is presented in Fig. 10 for each multi-
plet. The aluminium atom density is evaluated to be on
the order of 10'? em ™3, directly increasing with increas-
ing plasma current and decreasing with pressure.
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6 Discussion

Results obtained by different methods and techniques
should be carefully analysed accounting for strong spa-
tial inhomogeneity of the DC magnetron discharge and
redistribution of the plasma glow due to changes of
pressure and power. Therefore, the measurements fur-
ther away from the cathode (electric probe) provide val-
ues characteristic of positive columns of DC magnetron
discharges, while measurements closer to the cathode
(OES) characterise the more energetic regions of the
DC magnetron discharge (the high-density plasma ring
confined by the magnetic arch). Nevertheless, both
spectroscopy and Langmuir probe measurements show
common trends of plasma parameters as a function of
the working pressure, pa,, and the current discharge,
14, but also present a few differences:

e At fixed I4, an increase in the background gas pres-
sure pa, results in a decrease in the electron tem-
perature. The trend for the electron density is not
so clear: Langmuir probe measurements indicate a
small decrease in the electron density when increas-
ing the pressure while spectroscopy measurements
using argon lines tend to show a slight increase up
to 30 Pa. Above 30 Pa, it depends on I4. The hybrid
Ar/Al CRM seem to favour a constant increase in
the electron density. Langmuir probe measurement
being taken relatively far away from the “active”
plasma ring gave much lower values of T, than spec-
troscopic measurements (T, ~ 0.60 + 0.05 ¢V com-
pared to T ~ 1.5+ 0.2 eV for the Ar CRM). Sim-
ilar experiments performed with a tungsten cath-
ode have shown that T, is decreasing on the axis of
the discharge when moving away from the cathode
[33], explaining the difference in the reported val-

&\ Springer

Eur. Phys. J. D (2021)75:240

ues. However, the reported electron temperature is
of the same order as the one found at the same posi-
tion in the discharge when using a tungsten cath-
ode (T, ~ 0.6 eV for Al and T, ~ 1 eV for W
for Iy = 300 mA and pa, = 30 Pa [33]), and very
close to the electron temperature reported for exper-
iments in the plasma of the condensation chamber
of a MS-GAS (T., ~ 0.5 eV for a titanium cathode,
Iy = 300 mA and ps, = 34.5 Pa [24]). The mea-
sured plasma densities were in agreement with those
reported in the literature [24,33] and with only a
slight dependence to the gas pressure. Spectroscopic
measurements taken just below the cathode and
going through the high-density plasma ring unsur-
prisingly revealed a higher 7, but exhibited the same
trend as the Langmuir probe measurements. Using
Ar CRM, T, decreased from T, ~ 1.6 eV at pa, =
10 Pato T, ~ 1.3 eV at pa, = 40 Pa and showed lit-
tle sensitivity to the intensity of the discharge cur-
rent (i.e. a small increase of T, is observed). This
range of T, is in agreement with the value reported
in the literature for the electron temperature in the
plasma ring of the condensation chamber of a MS-
GAS [27]. The simultaneous use of aluminium and
argon lines (hybrid A/Ar CRM) gave higher Te.
However, the trend in pressure remains the same:
the higher the pressure, the lower the temperature.
The main difference is that now the electron temper-
ature reacts strongly to the discharge current, espe-
cially at the lowest investigated pressure. Both spec-
troscopic models have their drawbacks that could
explain observed discrepancies in electron tempera-
ture. Due to the low density of Ar(1s) states, the
excitation from ground-state Ar by energetic elec-
trons is the dominant process and secondary excita-
tion are negligible making the whole method imper-
vious to low energetic electrons [45,48] and result-
ing in large uncertainties in electron temperature.
The evaluated electron temperatures were used for
an estimation of relative changes of electron den-
sity resulting in a different overall response of the
system.

At fixed background gas pressure pa,, an increase
in the current results, as expected, in an increase in
the plasma density and the electron temperature is
marginally affected. Langmuir probe measurements
on the axis of the discharge assembly and far below
the plasma ring confined below the cathode showed
density on the order of ne ~ 10'® cm™3, which is
comparable to what can be found in the literature
[24,33]. The plasma density in the dense plasma ring
below the cathode is one to two orders of magnitude
higher [24,33]. Spectroscopy studies showed a linear
increase in the relative plasma density with current
when using the Ar CRM. The hybrid Ar/Al CRM
did not show a linear increase of n. at low pressure.
The differences in T, and n. obtained from the Ar
CRM and the hybrid Al/Ar CRM can be explained
by the fact that low energetic electrons are directly
included in the hybrid Ar/Al CRM since the exci-
tation of Al states is possible at electron energies
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as low as ~ 3 eV. However, the modelling of the
excitation of Al states requires a good knowledge of
Al collisional-radiative coupling constant and of the
cross sections of excitation processes. Due to limited
data on such processes, only a basic corona model
was used for the modelling of Al excited state. Thus,
in case of pure Ar CRM, changes of the discharge
current is mostly reflected in electron density vari-
ations while in the hybrid analysis 7, is more sensi-
tive to the current change. This discrepancy is most
pronounced on lower pressure and slowly vanishes
with pressure increase.

In addition to T, and n., spectroscopic studies pro-
vided the evolution of the densities of the argon res-
onant ( 1s4) and metastable (1s3, 1s;) states.
The density of the 1s3 state is revealed to be almost
insensitive to both background gas pressure and dis-
charge current even though it seems that at low
pressure (10 Pa and 20 Pa) an increase in the
current results in an increase in the lss density.
All other states show an increase in their densi-
ties with increasing current and tend to exhibit a
slight decrease in density when increasing pressure
at fixed current. This is particularly visible for the
1s; metastable state. Overall Ar(1s) state densi-
ties are not very high compared with neutral Ar
density making excitation from ground state the
dominant process. As previously stated, under such
conditions the evaluation of electron temperature
based on the line ratio is less accurate and predom-
inantly accounts for high energetic electrons in the
electron energy distribution function, as discussed
in [45]. As a result, evaluated electron temperature
can be systematically over/under estimated due to
the small errors in measurements, calibration proce-
dure or data processing. The evaluation of T, by the
hybrid model is directly coupled to the aluminium
atom density through excitation processes and self-
absorption of Al emission lines which is quite strong
in our experimental conditions. The resulting alu-
minium atom densities were thus estimated to be in
the range 10'' —10'2 ¢cm~3. This can be additionally
justified considering that the line branching ratio of
Al(394)/A1(396) lines imposes a lower limit of Al
atom density of about 5 x 10°m=3. Al densities
reported in this work are slightly higher than the
ones reported in [53] which was operated on drasti-
cally lower pressures and close to the values reported
for the sputtering of aluminium or titanium under
similar conditions [54,55]. Note that the evaluation
of Al densities could be improved and simplified
by including one more pair of Al lines (preferably
Al(265)/A1(266)) originating in deeper UV range.

In order to understand the influence of discharge con-
ditions and the presence of aluminium atoms on plasma
parameters, a simple global particle and power balance
model for steady-state discharge is used. The model
follows the methodology found in Refs. [41,53]. The
plasma is reduced to a homogeneous half torus of mean
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radius R and of radius R, confined above the cath-
ode racetrack [53]. In our experiment, R ~ 2.2 c¢m is
the mean radius of the racetrack and Ry, =~ 0.5 cm
is the half width of the racetrack (see Fig. 1). The
plasma volume is therefore Vplasma = m2RR%, and
the bounding surface area Apjasma = Aplanar + Ator 18
comprised of the planar contribution above the race-
track Aplanar = 7 [(R+ Reor)? — (R — Rior)?] and the
curved contribution Ay = 27 RRor. The effect of the
background gas pressure, the amplitude of the cath-
ode voltage and the discharge current on the width and
height of the “plasma ring” [38,39,56] is ignored. How-
ever, the fraction of ions f; leaving the plasma towards
the target is left as a free parameter in order to adjust
the discharge current, voltage and power, P = I4V,
with the experimental ones. The model includes only
the electron density n., the background neutral argon
density na, and the thermalised aluminium atom den-
sity nai. Direct impact ionisation of argon and alu-
minium as well as Penning ionisation of aluminium
through collisions with argon metastable atoms is con-
sidered. It was indeed shown that ionisation of sput-
tered metal due to Penning ionisation through impact
with metastable states of the argon is important in mag-
netron discharges and consistent with diffusive losses of
argon meta- stables [57,58]. The particle balance equa-
tion, the power balance equation and the experimental
adjustment of f; equations are:

Aptanarheusne =neVlasmaft - [narKiz Ar

+naKis a1
+ NarKox, Ar (1) TAr TAIOpUT,, | ©
(3)
1aVe = Poss,c + Ploss,ws (4)
1y
—————— = A lanarheupne, 5
T planareUuBNe, (5)

where hy = 0.80/y/4 + Rior/Ain is the effective area
correction factor due to the variation of plasma den-
sity from the middle to the edge [41] in a plasma
regime where transport is diffusive and ambipolar?,
Ain = 1/(nar0i,) is the ion-neutral mean free path
where o;, = 1071 m? [41], up = /kpTe/me - (1 +
TApe/(2Xi))7%? is the ion-collision corrected Bohm
velocity [41] where Ap, is the electron Debye length at
the cathode sheath edge, Kj, A, is the argon electron
impact direct ionisation rate, Kj, a1 is the aluminium
atom electron impact direct ionisation rate, Kex ar(as)
is the argon excitation rate towards metastable 4s lev-
els, T~ is the lifetime of argon metastable, o, =
7.15 - 107 m? is the Penning ionisation cross sec-
tion of aluminium [57], vr,, is the thermal velocity
of aluminium atoms, and v = 0.1 the effective ion-
induced secondary electron emission coefficient which
here is considered here. The argon metastable life-
time is given by ‘r;,!. = 7'51 + 7t where the diffu-

2 The plasma is approximated by an infinite cylinder
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Fig. 11 Reaction rate constants as a function of T¢ for
argon (red curves) and aluminium (blue curves). The reac-
tion rate for argon and aluminium were calculated assuming
a Maxwellian EEDF and using the cross sections from Refs
[52,60]

sion lifetime is 75 = Kona, + K3nd, + %A’Q with
Ky = 23-107% em?s™!, K3 = 1.4 - 10796 cms7!,
and Dy = 2.4 10" em~!'s™! [59], and the electron
metastable collision frequency is 7,1, = 5 107507,
with ne in em™® and 7. in eV [57].

The power loss to the walls Pogsw carried by the
particles lost at the plasma bounding surface is given
by [41,53]:

8

18

Ploss.wy = ————r
Toss,w =

(ngTe 075V

+a —fl)kr;Tnln< [omAe) >
27me

(6)
The collisional power loss Plogs e are given by [41,53]:
Pioss.e = e Vplasma [NarKiz, ar€e,ar + narKiz at€c,a1] {7)

where the effective energy required per created electron—
ion pair is given by [41,53]:

Kex, Kol 3me
Cos = |€ims+ Y I;X ij €ex,s; T Kr]' TL:kBTo -(8)
~ K. in.s s

Species s € [Ar,Al] of atomic mass mg interact with
electron of mass me. €. s and eoys; are the respective
ionisation energies and excitation energies of the j'
level with the corresponding reaction rate coefficient
Kiys and Koy s;. Ko s s the elastic collision rate coeffi-
cients.

In Fig. 11, the reaction rate coefficients are calculated
for argon and aluminium and were calculated assum-
ing a Maxwellian electron energy distribution function
(EEDF) and using the cross sections from Refs. [52,60].
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Fig. 12 Calculated plasma parameters as a function of pa
and 1. a Electron temperature, T%. b Electron density, ne

The 4s, 4p and 4d levels of argon are considered and the
excited levels of aluminium are grouped under one rate
constant with an excitation energy €..a1 = 3.13 eV.
As can be seen, for electron temperatures around 1—
2 eV, the reaction rate constants of aluminium are much
higher than the ones for argon and one can expect mod-
erate quantities of aluminium atoms in the plasma to
have an impact on plasma parameters.

Equations (3-5) were solved numerically for different
aluminium atom densities over the experimental range
of Iy and pa,. The cathode voltage V. is taken as the
experimental one measured for a given set of I and pa,
(see Fig. 2). The temperature of the background Ar gas
and thermalised aluminium atoms is set at 7" = 400 K
which is close to the expected temperature [55]. The
results of the calculation are shown in Fig. 12.

As expected, T decreases with increasing pressure.
The calculated values are not far from the ones recov-
ered using spectroscopic measurements but due to the
numerous approximations of the model only qualita-
tive comparison can be done. One can also see that the
presence of a small density of aluminium atoms (na; ~
5-10'2 cm~3 corresponding to less than 0.3% of na, at
par = 10 Pa) is enough to decrease the electron temper-
ature by a few percent and might partially explain the
relatively low measured electron temperatures. Increas-
ing the discharge current results in a small increase
in the electron temperature and a linear increase in
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the plasma density. Note that the plasma density is
almost unaffected by the presence of aluminium. The
fraction of ions f; leaving the plasma towards the tar-
get (not shown here) changed from around f; ~ 0.6 at
par =10 Pa to f; ~ 0.9 at pa, = 40 Pa.

However, our simple model cannot be used to obtained
quantitative values since many relevant physical phe-
nomena are not included. For instance, increasing pres-
sure leads to lower sputtering rate due to lower energy
of the ion hitting the cathode. Moreover, the influence
of power and pressure on the width of the racetrack
is not taken into account, nor is the thermalisation of
sputtered atom and the heating of the background gas.
Therefore, a high discharge current might not neces-
sarily lead to more sputtering and a higher aluminium
atom density in the plasma. For example, at the highest
background gas pressure, collisions can result in a lower
mean energy of the ion hitting the cathode and there-
fore a smaller sputtering rate and a reduced aluminium
density (see Fig. 10)

7 Conclusion

In this article, the plasma parameters of an aluminium
cathode direct current magnetron discharge in argon
with operating pressures ranging from 10 to 40 Pa and
discharge currents ranging from 100 to 500 mA were
explored. The density of argon excited states, the sput-
tered aluminium atom density and the electron temper-
ature were estimated using a collisional-radiative model
and compared to plasma parameters obtained from
Langmuir probe measurements. The trends of electron
temperature and plasma density obtained using opti-
cal emission spectroscopic data agree well with probe
measurements. The differences in reported values are
explained by the different locations in the discharge
that were studied using spectroscopy and Langmuir
probes. However, the reported electron temperature
were lower than the values found in the literature
for similar discharge conditions and different cathode
material [33]. By using a simple global model, the influ-
ence of the discharge parameters, namely the back-
ground argon pressure and the discharge current, as
well as the density of sputtered aluminium atoms was
investigated. It was shown that the presence of alu-
minium atoms in the plasma cools down the electrons
and but has little effect on the plasma density. This is
most probably due to the lower excitation and ionisa-
tion thresholds of aluminium with respect to argon.

Future studies will require the development of a
more complete hybrid CRM. It will allow more pre-
cise derivation of plasma parameters. Direct measure-
ment of the aluminium atom density through absorp-
tion spectroscopy will also be taken. A careful modelling
of the magnetron discharge should also be done in order
to study the influence of sputtering and transport of
aluminium atoms on plasma parameters.
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Abstract

The growth of nanoparticles in a magnetised chemically active discharge (Ar/C,H,) is investigated.
The influence of the strength of the magnetic field on dust particle growth dynamics is explored. The
structure of the grown nanoparticles is studied ex situ. It is revealed that the strength of the magnetic
field (up to 2.5 T) has a major impact on discharge parameters (such as the self-bias of the powered
electrode) as well as on the growth and morphology of the nanoparticles. At high magnetic field, the
dust cloud is confined in the sheath above the grounded electrode while without magnetic field the
dust cloud occupies most of the interelectrode space. Moreover, at high magnetic field, large porous
spherical agglomerates were grown. The modification of the self-bias is explained by the influence of
the magnetic field on the diffusion of charged species resulting in a confinement of the plasma under
the powered electrode. Complementary particle-in-cell simulations confirm that the electric field and
plasma distributions are strongly affected by the magnetic field explaining the experimentally observed
dust cloud localisation. The large porous spherical agglomerates are most probably due to an
enhanced agglomeration caused by the modified confinement owing to the magnetic field.

1. Introduction

Dusty or complex plasmas are weakly ionised gases containing nanometre or micron size dust particles. In
laboratory plasmas, due to their interactions with the background electrons and ions, these dust particles are
electrically charged. This charge is usually negative due to the higher mobility of the electrons. Complex plasmas
can thus be viewed as three charged component plasmas [1-3].

In nature, dusty plasmas can occur naturally in the mesosphere, interplanetary and interstellar clouds,
planetary rings [4, 5], and cometary tails. In these systems the dust particles are formed from the agglomeration
of complex molecules and ices that occur in the space environment [6]. Dust particle formation is also observed
in the laboratory (see for example [7-9]) and industrial [10] chemically active discharges. Dust particle
formation in an industrial reactor is an important issue: the occurrence of solid dust particles (nano- or
micrometric) is unwanted (and even harmful) in some processes such as etching as it significantly changes the
electrical properties of the discharge. As a result, the presence of growing dust particles can substantially alter the
plasma etching processes and lead to substrate pollution. However, the dust particles can also be of value for
technologies based on nanomaterials and nanocomposites, such as polymorphous silicon (amorphous silicon
with embedded crystalline silicon nanoparticles created in silane-based discharges), a material of primary
interest for the manufacture of solar cells [11]. Low-pressure radiofrequency plasmas have been thus extensively
used in ‘dusty-regime’ as a tool to produce high quality nanocrystals and nanopowders of a broad range of
materials [12]. The understanding of dust growth mechanisms in plasmas is consequently a crucial issue and is of
interest to many subfields of plasma physics.
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In capacitively-coupled radio-frequency (cc-rf) discharges, dust growth mechanisms have been actively
studied. Dust growth occurs following a well-defined pattern: formation of molecular precursors from
sputtering products or by gas dissociation, formation and accumulation of nanocrystallites, aggregation and
finally growth by molecular sticking [8, 11, 13, 14]. Particle growth depends on the discharge parameters [12]
and the dust growth has a significant impact on the surrounding plasma [15, 16]. It is thus imperative to monitor
the evolution of the discharge and plasma parameters carefully to have a full understanding of the growth
process.

In the presence of a magnetic field, the transport of electrons and ions is altered and thus the properties of the
plasma are affected. In a dusty plasma under low to moderate magnetic fields (or for large enough dust particles)
the influence of the magnetic field is indirect and weak, due to the very small charge-to-mass ratio [17].
However, even at these low magnetic fields (B < 1 T) dust grain surface electron and ion fluxes will experience
modifications. As a result, the dust particle charges and the forces acting on them are changed and the drag forces
resulting from these ion and electron flows are of great importance for the dynamics of dust particles.

In moderately magnetised conventional discharges, dust particle growth is observed [18-20]. In such
discharges, the magnetic field is used to trap electrons and thus enhance the plasma density through an increase
in the number of ionising collisions. For example, in magnetron sputtering discharges, it is possible to grow and
trap a dense cloud of metallic nanoparticles above the cathode [19]. In magnetron discharges, dust rotation
arising from theion E x B drift is sometimes observed and can be used to enhance particle coating [21]. In
electron cyclotron resonance (ECR) discharges, the growth of nanoparticles occurs in the high magnetic field
regions [20]. This means that the electrons trapped in this region (Lorenz force must be considered for electrons
dynamics and transport) create plasma potential wells able to confine the negatively charged dust particles. Dust
particle growth can be monitored by measuring the self-bias voltage of a probe immersed in the ECR plasma.

In this paper, we report on measurements of the plasma and characterisation of nanometre-sized particles
that were formed in magnetised plasmas. Experiments were performed using the Magnetized Dusty Plasma
Experiment (MDPX) device using a modified rf plasma source. Plasmas were generated in pure argon (Ar) orina
mixture of argon and acetylene (C,H,) gas. The magnetic field was varied from 0 T'to 2.5 T. This paper reports
on changes in discharge parameters such as the self-bias of the powered electrode due to the magnetic field in
pristine argon discharge as well as the effect of dust particle growth in magnetised argon-acetylene discharges. It
also reports on the characterisation of the grown particles using electron microscopy and Raman spectroscopy.
The paper is presented as follows: section 2 describes the experimental set-up, section 3 describes the
characterisation of the plasma discharge, section 4 describes the characterisation of the particles, section 5
presents a numerical model of the system and particle-in-cell simulations in order to qualitatively explain our
results. Finally, section 6 will provide concluding remarks.

2. Experimental setup

The Magnetized Dusty Plasma Experiment (MDPX) device at Auburn University is a multi-user, high magnetic
field experimental platform. It consists of two main components: the superconducting magnets and a plasma
chamber which can be changed according to the type of experiments. The superconducting magnets of the
MDPX device are described extensively in previous papers [17, 22, 23]. For the studies reported in this article, the
MDPX device was operated in the vertical configuration (magnetic field aligned parallel to gravity). The four
superconducting coils were energised at the same current to produce a uniform magnetic field (with AB/

B < 1%) at the center of the experimental volume where the cc-rf discharge was placed.

The plasma source consisted of parallel aluminium electrodes installed at the center of a 6-way cross vacuum
chamber with 100 mm ISO ports (see figure 1). A 13.56 MHz rf generator connected to the powered electrode
through a matching network was used to produce the plasma. The rf power was set between 5 < Py < 30 W.
The top electrode with a diameter of 50.8 mm was powered and surrounded by a grounded guard ring. The
powered electrode developed a self-bias, V},;, when the plasma was on, which was monitored using a National
Instrument data acquisition card. The grounded bottom electrode had a diameter 0of 76.2 mmanda ~1 mm
deep, 25 mm wide 75 mm long notch was cut in its center in order to install the microscopy glass slides used to
collect the grown particles.

Before each plasma the vacuum chamber was evacuated to a base pressure of ~1 mTorr. Then a flow of
argon5 < Q4 < 10 sccmand a flow ofacetylene 0 < Qc,n, < 2 sccm were injected into the chamber and the
opening of the pumping port was adjusted to stabilise the pressure p inside the chamber to a value
200 mTorr < p < 600 mTorr before the plasma was switched on. The pressure was monitored usinga MKS
Baratron capacitance manometer. The grown particle cloud was then illuminated usinga 532 nm, 100 mW
green laser diode that was expanded into a thin, vertical laser light sheet (~3 cm height, ~200 zzm width) using a
cylindrical lens. The scattered light was recorded from the side port of the vacuum chamber at an angle of 90°
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Figure 1. Schematic of the electrode assembly.

using a USB3-based, 2048 by 2048 pixel, Ximea model xiQ camera that could be operated up to 90 frames per
second (fps). For the experiments described in this article, frame rates of 30 fps were usually used.

3. Discharge characterisation

3.1. Pristine argon plasma

The behaviour of the discharge as a function of the magnetic field strength was studied in pristine argon
(experiments with no particle growth). The operating pressure was p = 300 mTorr (Q4, = 7 sccm) and the
forward rf power P,y = 20 W. A clean glass slide was installed in the notch of the bottom grounded electrode.
The magnetic field was set at an initial high value of 2.5 T and was then slowly ramped down to 0.0 T. The
plasma glow was recorded at 1 fps and the self-bias voltage of the powered electrode was measured. In figure 2,
snapshots of the plasma glow for different magnetic field strengths are presented. As can be seen, the plasma light
emission appears to increase with the magnetic field . Moreover, the glow is generally more localised under the
powered electrode at high magnetic field, indicating a strong confinement of the charged species. Note that with
magnetic fields B > 0.25 T, filamentation of the plasma occurred. Filaments were mostly localised at the edge of
the powered electrode. The number of observed filaments was higher for the highest values of magnetic field.
Note that the filaments were not fixed and could jump from one position to another. It is unclear what role these
filaments could play in the subsequent growth experiments in which they were also observed.

In figure 3, the evolution of the self-bias voltage as a function of magnetic field strength is presented. As
expected, at low magnetic field the self-bias is negative because the surface of the powered electrode is smaller
than the surface of the grounded areas [24, 25]. When increasing the magnetic field, the self-bias of the powered
electrode increased (or decreased in absolute value) and reached 0 V at B~1 T. At magnetic field B 2 1T, the
self-bias started to decrease again. Note that the magnetic field did not noticeably affect the settings of the
matching network and therefore the impedance of the whole circuit (plasma + external circuit) was almost
constant. Consequently, the variations of rf peak to peak voltage at the powered electrode remained limited and
could not explain the amplitude of the changes of the self-bias voltage. The physical mechanism of the self-bias
evolution as a function of the magnetic field strength are discussed in section 5.1.

3.2. Ar/C,H, discharge

When adding acetylene to the discharge, carbon nanoparticles could be grown. During our experiments, the
pressure was set to p = 300 =+ 2 mTorr before plasma ignition using an Ar/C,H, gas mixture (Q, = 7 sccm
and Qc,y, = 1sccm). The forward rf power was Pi¢ = 20 W. The discharge was pulsed manually with plasma
duration t,, = 60 s followed by pauses of fo = 60 s. In figure 4(a) the evolution of the pressure normalised to
the maximum pressure during the plasma pulse is presented. As can be seen, after the discharge was turned on,
the pressure slightly increased to a maximum p,,,,x due to heating of the gas. However, after 1 s, the total gas
pressure started to decrease. The value at the end of the plasma pulse was 3%—4% lower than the pressure at
ignition (well below the experimental pressure fluctuations due to our gas flow regulation system). This indicates
that, while the acetylene flow was kept constant, it was partially dissociated. This behaviour was observed for all
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Figure 2. Snaphots of the plasma glow at different magnetic fields for pure argon plasmas. The argon flow was Q,, = 7 sccm, the
pressure was p = 300 mTorr and the rf power was P, = 20 W.

Ve (V)

102 10°
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Figure 3. Self-bias as a function of magnetic field strength. Discharge parameters are the same as in figure 2.

magnetic fields. It should be nevertheless noted that increasing the magnetic field resulted in a faster and greater
decrease of the pressure (the pressure decay rate is faster in the presence of a magnetic field and the minimum
reached pressure is the smallest for the largest value of the magnetic field). In all cases at the end of each rf pulse,
the pressure returned to its original value in ~30 s.

The self-bias voltage of the powered electrode Vj;,, was also recorded during the different discharge pulses.
The results are presented in figure 4(b) for different magnetic field strengths. The general behaviour observed in
pure argon plasma was again observed, i.e. the stronger the magnetic field, the lower (in absolute value) the self-
bias. However, contrary to pure argon plasma, the self-bias was not constant with time. It is known that the

4




10P Publishing

Plasma Res. Express1(2019) 015012 L Couédel et al
(a)1-005 . .

——B=0T

-B=0.032 T

1 - - -B=0.512T|]

B=0.768 T

----- B=1.024T

0.995 - - -B=2.496T

%
o5 0.99
&

0.985

A

by o soes s me e

%
=

A

\
L,
ST -60 \

bias

%
S

-100 ¢
Y,

-120

0 20 40 60
Time (s)
Figure 4. Evolution of (a) normalised chamber pressure and (b) self-bias voltage asa function of time for different magnetic field

strengths in Ar/C,H, discharges. The argon flow was Qx, = 7 scem, the acetylene flow was Qcsp, = 1 scem, the pressure before
ignition was p = 300 mTorrand the rf power was P,, = 20 W.

growing nanoparticles strongly affect the impedance of the plasma (see for examples [26]) and that working at
fixed rf power therefore induces variations of the rf peak to peak voltage. These variations are correlated to the
variations the self-bias voltage and directly associated to the growth dynamics of the nanoparticles. Large self-
bias oscillations are linked to successive generation of nanoparticles as was already reported in cc-rf discharge in
which particles are grown [7, 27-30]. However, at low or zero magnetic field, V};, exhibited strong oscillations
in the first 20 s after plasma ignition. The strongest oscillations were observed at B = 0.032 T (see figure 4(b)).
Note that from one plasma to the other the shape of the Vi, signal was roughly the same (slight changes due the
change in discharge conditions, i.e. coating of the electrode, gas purity, temperature of the electrode, etc). It
should also be noted that at the highest investigated magnetic field (B = 2.496T), the self-bias of the powered
electrode was, contrary to the pristine argon discharge, positive. In an electropositive plasma (such as a pristine
argon plasma), the main reason for the appearance of self-bias on the powered electrode connected to the rf
generator through a blocking capacitor (as in many rf matching network) is the irreversible escape of electrons
into the electrodes, making the gap positively charged [24]. Since the discharge is asymmetric (the grounded area
are much bigger than the area of the powered electrode), different amounts of charge are gained by the

5

10P Publishing

Plasma Res. Express1(2019) 015012 L Couédel eral

electrodes. It causes a difference in the dc electrode potentials, the self-bias. In Ar/C,H, discharges in which
particles are growing, there are numerous kind of charged species (positive and negative ions such as Ar™, C,Hj,
C,H ™, C4H3, etc) due to the complicated chemistry [31-34]. Moreover, the growing dust particles are getting
negatively charged which reduces the electron density [35]. Consequently, the observed positive self bias is most
probably caused by a very different balance of the charges collected at the electrodes due to the complicated
chemistry of the Ar/C,H, plasma and the presence of the growing particles.

In figure 5, snapshots of the laser light sheet scattered by the growing particle cloud at different magnetic
fields are presented. At no magnetic field (figure 5(a)) the well-known cyclic growth behaviour was observed:
~15 safter plasma ignition, the dust cloud started to be visible on the camera and occupied almost the entire
interelectrode space. Att ~ 20 s, a ‘void’ (i.e. a region without visible dust particles) started to open in the
discharge (see figure 5(a) at t = 20 s in the middle of the gap below the powered electrode edge) [36—47]. Note
that in our experiment, the void did not have its typical eye shape as reported by other groups. The observed void
was more bowl-shaped. This is most likely due to the geometry of our experiment which differs from the ones
used in other studies (size of the electrodes and/or interelectrode spacing). Inside the void opening new particles
are growing while the first cloud was pushed towards the edges(see figure 5(a)). With our experimental
parameters, the duration of a growth cycle (appearance of a new generation of dust in the ‘void’) was ~40-60 s,
depending on how many plasma pulses had already occurred in the chamber. Density waves were visible near the
lower electrode. Such density waves were observed in similar experiments [48, 49] and are known to favour the
agglomeration of the nanoparticles [48, 50].

Atlow magnetic field (B = 0.032 T, figure 5(b)) the nanoparticle growth was faster which was demonstrated
by direct imaging of the nanoparticle cloud. This correlates well with the faster decrease of the gas pressure
during the plasma pulses and the stronger oscillations of the self-bias voltage previously described. The duration
of a growth cycle was, in this case, ~15-20 s. An interesting observation is the break of symmetry in the void
opening (see figure 5(b)at t = 20 s). Moreover, a strong scattering intensity was observed close to the sheath of
the top electrode indicating a very dense particle cloud and/or the presence of large particles.

Athigher magnetic field (B 2 0.1 T), no growth cycles were observed. In figure 5(c), snapshots of the
recorded laser light scattering at B = 1.024 T are presented but qualitatively similar observations were made at
other values of magnetic field. In all high magnetic field cases, a cloud of nanoparticles above the grounded
bottom electrode rapidly appeared (see figure 5(c)). This is in agreement with the fast decrease of the gas pressure
after plasma ignition due to the dissociation/polymerisation of acetylene resulting in the formation of the dust
particles. It is interesting to note that the dust cloud did not cover the entire area above the grounded electrode
but was on the contrary confined near the interface between the glass slide used for dust collection and the rest of
the electrode. Depending on the experiment, the dust cloud extended more or less above the glass slide. Laser
light scattering also confirmed a quick agglomeration. Large individual particles levitating above the grounded
electrode were indeed visible on camera only a few tens of seconds after plasma ignition (see figure 5(b) at
t = 40 sand t = 60 s). The particles formed much closer to the electrode compared to the cases at no and low
magnetic fields.

4. Dust characterisation

For the different magnetic fields, dust particles were collected for fifteen consecutive 60 s plasma pulses
separated by an off period of 60 s during which the gas was renewed. After each series of fifteen plasmas, the
electrodes were carefully cleaned and a new glass slide was installed in the grooved bottom electrode. An argon
oxygen plasma was then run in the chamber for ~15 minat 20 W in order to burn away all residual carbon
coating. Finally the chamber was pumped down to its base pressure for a minimum of 30 min before the next
series of plasmas was performed.

4.1. Electron microscopy
In figures 6 and 7, scanning electron microscopy (SEM) images and transmission electron microscocopy (TEM)
images of dust particles grown at different magnetic fields are presented. As can be seen in figures 6(a) and 7(a),
the nanoparticles grown at B = 0 T were almost spherical and looked quite compact as reported in similar
experiments [51]. The observed particles had diameters ranging from ~20 nm to ~250 nm in agreement with
the observation of a couple of growth cycles during a 60 s plasma pulses. In the zoom of figure 7(a), the surface
roughness of the nanoparticles seems to indicate that the nanoparticles are agglomerate of smaller particles as
reported in similar experiments [51, 52].

Increasing the magnetic field greatly affected the shape and size of the nanoparticles. At low magnetic field
(see figure 6(b)), the size distribution seemed much broader than without magnetic field but the particles still
looked quite compact. This observation coincides with the faster growth cycle reported in section 3.2. A further
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Figure 5. (a) Images of the scattered laser light at different instants after discharge ignition for: (a) B = 0.0 T, (b) B = 0.032 Tand, (¢c)
B = 1.024 T. The other discharge conditions are the same as in figure 4. The bright vertical and horizontal stripes visible on all images
are reflections of the laser light on the electrode assembly. On all images, a red horizontal curly bracket indicates the position of the
glass slide used to collect the dust particles. In (a) and (b), the oblique green arrows indicate the edge of the void in which a new
generation of dust particles can grow. In (c), the horizontal blue arrow point to a dust density wave and the oblique purple arrows
show dips in the dust cloud induced by plasma filamentation. On all images except the magnified ones, a sharpen filter has been
applied to improve visibility of the different features.

increase of the magnetic field resulted in the sample being a mixture of very small (~10 nm) nanoparticles with
larger spherical ‘fluffy’ porous particles (with diameters up to a few hundreds of nanometres). These particles are
clearly visible in figures 6(c)—(d). TEM images (figures 7(b)—(d)) clearly show that these porous particles are
agglomerates of the smaller particles. Both SEM and TEM images indicate that higher magnetic field resulted in
fluffier agglomerates. The agglomerates are probably the large particles levitating in the sheath above the
grounded electrode observed by laser light scattering in figure 5(c) towards the end of the plasma pulse. The
smaller particles correspond to the dim cloud levitating slightly above the larger dust particles.
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Figure 6. SEM images of dust particles grown for different magnetic fields. (2) 0 T, (b) 0.768 T, (¢) 1024 T and, (d) 2.496 T. The other
discharge conditions are the same as in figure 4.

4.2. Raman microscopy

Carbon-based materials are routinely analysed using micro-Raman spectroscopy [53—-61]. This technique

consists in measuring the wavelengths of photons produced by inelastic scattering of the incident light with the

analysed sample. The energy difference between incident and scattered photons correspond to vibrational

energies which are fingerprints of a given material. Interpreting the spectral region between 1000 and 1800
cm ™ provides information on the chemical properties (hybridisation of the carbon atoms) and the structural

order [53, 55, 60].

The Raman spectra were obtained using a commercial Horiba-Jobin-Yvon HR LabRAM apparatus (x 100
lens, 514.5 nm, numerical aperture 0.9, laser power at the surface <1 mW - zzm ™). The resolution of our
systemis ~0.2 cm . Each final spectrum was an average of 9 spectra taken a few micrometers apart to avoid
local inhomogeneity. The scanning time was ~60 s averaged two times. Spectra have been acquired at the centre
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Figure 7. TEM images of dust particles grown for different magnetic fields. The other discharge conditions are the same as in figure 4.

of the substrate, where large amounts of dust particles were collected as well as on the edge of the substrate where
athinner coating was observed (especially at large magnetic fields).

In figure 8, Raman spectra of particles grownat B = 0 T, B = 0.256 T, B = 1.024 T, and B = 2.496 T are
plotted. Figure 8(a) shows the raw spectra, displaying a huge photoluminescence background and weak
vibrational bands. Figure 8(b) shows the vibrational bands after the photoluminescence background has been
removed. Two broad peaks are visible in the spectra. The main one is located at 1570-1600 cm ™" (G band). In
the low energy wing of the G band, the D-band at ~1350 cm ™' can be distinguished. These bands are assigned to
the stretching modes of sp” hybridised carbon atoms and are a signature of aromaticity [53, 55, 58]. Peaks that
might correspond to C—0 and C=0 bonds are also located at 1200 cm ' and in the range 1800-1900 cm ™"
(notshown) [62]. However, their attribution is unsure since the samples were stored in air prior to analysis and
the bands can therefore be due to oxygen contamination. In addition, the pristine glass slides on which the dust
particles have been collected also display weak bands located close to 1200 and 1800-2000 cm ™.

Spectroscopic parameters of our samples are reported in table 1. As the bands are broad and overlapped,
obtaining the exact values is in general difficult because several fitting models involving two main bands (the G

9

10P Publishing

Plasma Res. Express1(2019) 015012 L Couédel eral

0256 T

e 0.0 T—

N
v
J

D band G band

200 1300 1400 1500 1600 1700
Raman shift (cm")

1600 A, =514.5 nm]

1575 1

—;’; 15501 crystalline = \"\ . 1
e:; @® Ourdata LN R

© 15251 ‘o

1500 ¢

0 50 100 150 200

-1
FWHM, (cm")

Figure 8. Raman spectra for dust particles grownat B = 0 T, B = 0.256 T, B = 1.024 T,and B = 2.496 T. The particles were located
at the center of the substrate. (a) Raw spectra. (b) Spectra with linear background (baseline) removed a normalised to the height of the
G-band. (¢) o as a function of FWHM; (edge and centre data points). See details in the text for the comparison of the samples.

Table 1. Position, width of the G-band and ratio of the slope of the baseline
the spectrum over the intensity of the G-band for dust particles grown at

different magnetic fields.
o6 FWHMg m/l
B
(em™") (em™") (pm)
(T)
centre edge centre edge centre edge
0.0 1540 1537 160 170 89.5 83.5
0.256 1559 1506 146 184 208 37.7
1.024 1555 1505 150 185 104 15.5
2.496 1573 1508 120 184 192 8.4

and D bands) plus additional subbands (up to three extra bands) can be found in the literature. More details on
the subject can be found in [63]. In order to avoid any choice of models, we directly took the spectroscopic
parameters of spectra of reference samples (graphite, nanocrystalline graphite, nc-Gr. [64], and hydrogenated
amorphous carbon, a-C:H [60]) and applied the same procedure to our samples in order to compare them
directly to well characterised materials. Figure 8(c) shows the position of the G-band o as a function of its full
width at half maximum FWHM(g; for all the samples. Reference samples are spread around a curve which
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changes its slope around FWHMG = 80-100cm ' which delimits the transition between crystalline and
amorphous carbon. From that comparison, we can conclude that our samples are clearly amorphous.

Intable 1, o, FWHMg and, the ratio /I, where m is the slope of the baseline, and I is the height of the
G-band, are given for dust particles grown different magnetic fields. This ratio can be used to get a very rough
estimate of the H-content of carbonaceous materials [65]. For instance, it has been used recently to investigate
graphitisation of cabornaceous nanoparticles, and their hydrogen content [66]. A value of m/Ig ~ 100 is close to
aH content of 50% whereas a value of m/I ~ 101s close to a H content of 40 percent.Note that since the data
point distribution obtained by Casiraghi et al is quite broad [65], /I gives only an estimate. In our case, m/Ig
~100 for the dust particles indicating a hydrogen content of ~50% which is the expected value for particles
grown in Ar/C,H,.

When B = 0 T, the Raman spectra recorded at the center and the edges of the sample coincide. It changes
when the value of the applied magnetic field value increases. On the edges, m/I diminishes by a decade from
~100 pmto~10 yum whereas it remains nearly constant in the centre, varying only from ~100 zm to 200 pm.
A qualitative interpretation is that, when the magnetic field increases, the hydrogen content does not change too
much at the centre of the samples (i.e. in the dust particles) whereas it slightly decreases on the edges of the
sample (in the coating). The value of FWHMg; at the centre decreases from ~160 cm ™ 'at B = 0 Tto
~120 cm ™' at B = 2.496 T, while being nearly constant at the edges (~185 cm ™). A possible interpretation is
that the local order in the dust particles is slightly higher for particle growth at high magnetic fields.

The Raman microscopy results support the hypothesis of dust amorphous hydrogenated carbon particles
consisting of large numbers of very small aromatic domains. Note that the G band position oG, FWHMg, and
the D/G band intensity ratio could be used to determine the degree of order of the carbonaceous dust materials
[57,60]. This is however beyond the scope of the present study.

5. Discussion

5.1. Evolution of the pristine argon discharge
To understand the process of particle growth in a magnetised plasma, it is necessary first to understand how a
pristine argon discharge is affected by the magnetic field. For this purpose, a basic diffusion model of the plasma
has been developed. We first assume a quasi-neutral transport (ambipolar diffusion). We also consider that the
plasma is completely surrounded by conducting walls so that the ambipolar field is effectively short circuited at
the end of the discharge plasma. The geometry of the system is reduced to a simple cylinder of radius R and
length L. The powered electrode is at the top of the cylinder and has a radius R, < R. To explain the behaviour of
the discharge at different magnetic fields, a simple diffusion equation is used [25, 67]

: 52

WD p, Fint ) + Dy LD 4 e, 2, o
ot 922
where D, is the parallel diffusion coefficient defined as:

k(T. + T;) /e
ST OV o)
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e

D

with v,,(r; z) the ionisation frequency, 1, i) the electron (ion) mobility coefficients, k the Boltzmann constant, e
the elementary charge and, T;; the electron (ion) temperature. The perpendicular diffusion coefficient in the
framework of the Simon’s ambipolar diffusion joint model is [67]:

__ ke ( (T + T )
Div=—— |
(e + p O\ A+ pef;B?)
i k/e Jt.}4B?
(/1,"1 + /1;1) ATV + 111 B

1= (i f ) (T2
T, T
X | —55 + —==| ©)
T+ plB 14 B

In cc-rf discharges, the ionisation rate is the highest at the sheath below the powered electrode and decreases
as afunction of the distance from the powered surfaces [68, 69]. However, in the plasma bulk in the
interelectrode gap beneath the powered surfaces, the ionisation rate is still reasonably high (2-3 times lower than
its maximum value) while it falls rapidly to zero in the region mostly surrounded by grounded surfaces. The
electron temperature varies in contrast more slowly [68]. For this reason, the ionisation frequency is
approximated as:
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Tonisation is due to inelastic collision between electron and atoms. For argon, the ionisation frequency can be

approximated as [67, 70]:
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where pis given in Torrand e, = 15.76 eV is the threshold ionisation energy of argon. The solution of the
diffusion equation can be easily calculated:

1 cos (Tr%)](,(upr), R <R,

z Ko(agR Iy(agr) — Ko@gnIy(agR)
ngcos(m= ) Jo(apR,) ——— - R >R,
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n(r, z) =

(6)

where J;, Ki.and I are the Bessel function of the first kind and the modified Bessel functions of the first and
second kind of order k, respectively. The coefficient cup and o define the characteristic length of diffusion and

are defined as follows:
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Atagiven pressure and magnetic field, the ap ; coefficients depend only on the electron temperature. The
derivative of the plasma density being continuous, the electron temperature can then be found by solving:

In(r, z) _ Bn(lr, z) ©)
ar =R, ar =R}
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0=aph(arRy) + aclo(apRy)
« Ko(agR) hi(aGR) + I(agR) Ki(agRa)) 10)
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equation (10) was solved numerically at p = 300 mTorr for different magnetic fields and the resulting
density profiles are plotted in figure 9(a). It is shown that with increasing the magnetic field the plasma is
increasingly confined under the powered electrode. This is in qualitative agreement with the experimental
observation of the glow distribution presented in figure 2. It is also interesting to note that the increase of the
magnetic field results in a slight decrease of the electron temperature (figure 9(b)). This is due to a better
confinement of the electrons in the glow which leads to a more efficient ionisation of the gas. This can also
explain the faster decrease of the gas pressure during the particle growth experiment with an applied magnetic
field (figure 4(a)) caused by improved dissociation of acetylene which resulted from better electron confinement.
Moreover, the forward RF power was kept constant during the experiment. In our model, by assuming that the
effective rf power coupled to the plasma does not change and is totally used to ionise the gas and is then lost by
recombination on the walls of the chamber, the relative density of the plasma, 1/ (n) where (1) is the plasma
density averaged over the volume of the plasma chamber, compared to the case without magnetic field can be
calculated”. Results are presented in figure 9(a). As can be seen, despite the fact the electron temperature
decreases with increasing magnetic field, the relative plasma density increases with the magnetic field,
qualitatively explaining the experimental observation of a more intense glow emission at high magnetic field.
Note that since our model is not taking into account the spatial dependence of the ionisation rate and the
electron temperature nor the surfaces covered by the dielectric glass slide, it is unable to explain the plasma
filamentation observed experimentally.

Following the work of Lieberman and Savas [71], the self-bias voltage of the powered electrode can be
estimated. In asymmetric cc-rf discharges, the powered and grounded electrode having different areas, the
voltage drop in front of the powered (active) electrode V, is different from the voltage drop V. The voltage ratio
(V4 /V;) can be obtained from the current fluxes at each electrode. In Lieberman and Savas model [71], the
applied rf voltage is dropped across a thin sheath. It is also assumed that the glow region between the electrodes
has a thickness much greater than those of the sheaths so that the discharge is maintained by ion generation in
the glow and losses at the electrode. An approximate form of the dc voltage drop V, and the rf voltage amplitude

4 The plasma density cannot be properly estimated since it is not possible to know exactly how much power is effectively coupled to the
plasma.
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Figure 9. Results of the calculation: (a) plasma density distribution for different magnetic field strengths. The red lines represent the

powered electrode and the blue lines represent the grounded surfaces. (b) Electron temperature as a function of the magnetic filed

strength. (¢) Viias/ Vpp as a function of magnetic field strength. The argon pressureis p = 300 mTorr and the peak-to-peak voltage is
00 V.

Vip = 3

Viis[71]:
Vo = (ko T./)I[Io(V; /T)] + (ky Te /e)In[mi / 2me)],
ViVit Ve if T.<V, (11)
where the floating potential Vg, is defined as:
Vi = (kp Te./20)In[m; T, / (47%m . V)] 12)

In the case of high voltage capacitive sheath, Vi, < V,and V, ~ V, so, by considering capacitive sheath, the rf
current current density can be related to the dc sheath voltage:

Ja(x) o<V, /54 (%) (13)

Depending on the ion-neutral mean free path compared to the sheath thickness s, collisions can play a role and
influence the plasma density at the sheath edge 7, [71]. For a collision-less sheath:

g 0 V372 /5y (x)? a4
For a collisional-resonant charge transfer- sheath:
g o< V22 /5 ()% (5)
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For a collisional-elastic scattering- sheath:
o o V3 /s0(x)! ()

The rf current flowing through the rf electrode is:
1, cxf Ja(x)d*x 17)

Asimilar expression can be obtained for the current flowing through the grounded surface I By equating the
two currents the following scaling formula can be obtained [71]:

Yy Ve (1 AN
% v U
-1 4
P (x)d2 2 (x)d2
X I:j;g nk(x)d x:l[‘];a nk(x)d x] } (18)

where pand g are exponents corresponding to the sheath scaling law (collision-less: p = 1/2,q = 3, elastic
collisions: p = 1/3,q = 4, charge-exchange collisions: p = 2/5,q = 5/2)[71]. The dc voltage drops V, and V;
can be linked to the peak-to-peak rf voltage V,, applied to the discharge [71]:

Vit Ve = Vi + Vig + Vip/2. 19)

In the experiment, the self-bias voltage is:
Voias = Vi — V. (20)
Using equations (18) and (19), the normalised bias voltageis [71]:
Voias 1 Va/Vg—1

. (@1
Vop o 2Va/Vgt 1= Vi Ve — Vig/Ve

The density at the sheath boundaries can be obtained by specifying that the ion flow velocity at the walls is
perpendicular to the wall and has a velocity equal to the Bohm velocity up = \/kgz./m;. Under these conditions
the ion flux at the walls due to ambipolar diffusions is given by evaluating at the sheath edge:

nyug = —(DaLVLn(r, z) + DaHW} (22)
'z

Using equation (6), the plasma-sheath edge density at the cylinder side is:
ng (R, z) = Molo(aGRy) D, ag cos (E)
ug L

Ko(agR)i(agR) + Ip(agR)Ki(agR))

> (23)
Ko(agR)Io(agRa) — Ko(agRa)Io(agR))
and at the cylinder top and bottom:
Dy
%]{)(0}”), R <R,
, +L0:2) = 24
nalr: £L2) MDAy Ry)Ke0aRI0an) — Ko(aanheR)_ - p < p @
ul 2O PRV K @GR (aGR) — Ko(agRy)lo(agR) a
In the geometry of our experiment, the integrals of equation (18) are:
+L72
f nf(x)d’ = f nl - 2mRdz
Se -L/2
+2 nl - 2mrdr
R,
+ f ng - 27rdr, (25)
0
and
Ry
f nk(x)d* = f nf - 27rdr. (26)
Sa 0 :

From equations (18), (25) and (26), it is obvious that the self-bias voltage does not depend on the maximum
plasma density 19 and ug.

By solving numerically equations (1)—(26), the normalised self-bias voltage could be calculated. The
evolution of the normalised self-bias voltage as a function the magnetic field strength is presented in figure 9(c)

14




10P Publishing

Plasma Res. Express1(2019) 015012 LCouédel eral

for the different sheath models. As can be seen Vy,i,s/ Vyyp exhibits a strong drop for magnetic field strength

B 2 0.1 T. These results agree relatively well with the experimental observation of figure 3. The observed
discrepancies are due to the simplicity of our model. The experimentally observed decrease of Vyyj,sfor B 2 1T
is however not explained by our basic ambipolar diffusion model. It might be due to aloss of ionisation when
both electrons and ions are magnetised and/or to the influence of the dielectric glass slide on the bottom
electrode.

5.2. Dust particle confinement and growth

In order to qualitatively explain the growth dynamics of the nanoparticles, it is necessary to understand how dust
particle confinement is affected by the presence of the magnetic field. For this purpose, two-dimensional
particle-in-cell (PIC) simulations of a simplified model of our discharge (similar to the one described in the
previous section) have been performed using the VSIM software from TechX corporation [72]. The bottom and
side walls were grounded. The powered electrode located at the top of the chamber is connected toa 13.56 MHz
rfvoltage source with a peak-to-peak amplitude V;,, = 400 V enough to maintain the plasmaand a constant
vertical magnetic field was imposed. In order to simulate the self-bias of the powered electrode, an additional DC
bias was also applied to the powered electrode, the value of which was chosen to roughly correspond to the
measured value of the self-bias at a given magnetic field for a pristine argon discharge (see figure 3). A small gap
of 1 mm between the powered electrode and the grounded wall was included (to avoid diverging field and also
match the gap between the grounded guard ring and the electrode in the experiment). A background Ar gas with
apressure of 95 mTorr was filled in the chamber”. An initial electron densityat 1 - 10° cm ™ was seeded to start
the simulation. The collisions involved were electron-neutral collisions that lead to ionisation and ohmic
heating. The simulations were run for 215 rf periods until the electron and ion densities have stabilised”. Then
the plasma potential and ion density were averaged over 40 rf period. Radial and vertical electric fields were
obtained from the gradient of the average potential. Note that only the cross sections for ionisation and one
excited level of Argon were used in our simulation. Moreover since the simulations are performed at a constant
peak-to-peak voltage instead of constant injected power (as in the experiment), the simulated plasma density
cannot be directly compared to our experiments. Finally, the area covered by the dielectric glass slide on the
grounded bottom electrode was not included in the simulation. Consequently, the simulation results are only
qualitative information of the behaviour of the discharge at different magnetic fields.

In figure 10, the PICresults for B = 0 T, B = 0.032 T, B = 0.25 Tand, B = 0.50 T are presented. As
expected, when increasing the magnetic field, the plasma becomes more confined below the powered electrode
(figures 10(a), (e), (i), (m)). These results are in qualitative agreement with the results obtained in the previous
section from the simple diffusion model, our experimental observation of the plasma light emission (figure 2),
and with measurements made in a similar experimental set-up [49]. However the ion density distribution has a
slightly more complicated shape than the one inferred from the diffusion model. The potential and electric fields
distributions are also greatly influenced by the presence of the magnetic field.

As can be seen, when there is no applied magnetic field (figures 10(b)—(d)), the potential is nearly constant
and the vertical and radial electric fields are close to zero over a large volume of the discharge chamber. Only in
the vicinity of the grounded walls and the powered electrode does the electric field reaches values of a few tens of
Vcm™', enough to confine negatively charged particles in the plasma. For this reason, the cloud of negatively
charged nanoparticles extends in most of the interelectrode space as observed in figure 5(a).

Atlow magnetic field (B = 0.032 T, figures 10(e)—(h)), the gradient of the plasma potential is even weaker
than without applied magnetic field. This is due to a decrease of the ambipolar field due to the magnetisation of
the electrons which are confined in the discharge. This fact can partially explain the faster growth cycles observed
experimentally since the dust particles are only very weakly confined in the plasma by the tiny radial electric field.

When further increasing the magnetic field (figures 10(i)—(p)), the radial confinement reappears but the
maximum value of the confining electric field is shifted below the interface between the guard ring and the
powered electrode. For radius larger than the powered electrode radius (r > R,), the radial electric field rapidly
falls to 0 and the plasma density decreases very quickly. This effect is enhanced by the strength of the magnetic
field. For these reasons, at high magnetic field, nanoparticles are not confined at r > R, and are found only in
the volume directly below the powered electrode (see figure 5(c)). The increase of the dust radial confinement
when ramping up the magnetic field was also observed in experiments in which the dust particles were grown
prior to the magnetic field application [49].

5 . N A - T .

Alower pressure than in the experiments was chosen to limit the number of collisions and reduce the p time. Thy lated
values of densities, potential and fields are therefore not be directly comparable to the experiments. However the tendencies remain the same
and are enough for a qualitative study.

© The higher the magnetic field, the longer the equilibration run.
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Figure 10. Ion density distribution (a), (e), (i), (m), Potential contour (b), (f), (j), (n), vertical electric field (c), (g), (K), (0), and radial
electric field (d), (h), (1), (p) obtained from PIC simulation (pure argon, 1 excited argon neutral level) for V,,, = 400 V. (a), (b), (c), (d)
B =0T, Viias = =90V, (&), (), (8), () B = 0.0.032 T, Vyias = =90V, (i), (j), (k), () B = 0.25 T, Viyios = —50 Vand, (m), (), (0),
(p)B = 0.50 T, Vyos = —30 V The red lines represent the powered electrode and the blue lines represent the grounded surfaces.

From figure 10, it can also be seen that the vertical electric field in the sheath above the grounded electrode
(as well as below the powered electrode) seems lower in magnetised discharges than in non-magnetised
discharges (at constant power instead of constant V,,,,, the effect might not be as strong). Moreover, the
maximum ion density which is roughly at the centre of the discharge in the non-magnetised plasma
(figure 10(a)), is shifted toward the side in the magnetised cases (figures 10(e), (i), (m)). Ion drag force is known
to play an important role in the spatial organisation of growing nanoparticle clouds (such as dust ‘voids’ for
instance [46, 73, 74]). The difference in ionisation and the weaker sheath electric fields might be the reason for
thelocalisation of the dust particle cloud close to the bottom electrode for sufficiently high magnetic fields (see
figure 5(c)). Note that the presence of the dielectric glass slide is not taken into account in our simulation which
certainly influences the electric fields at high magnetic fields. It was indeed reported in section 3.2 that the dust
cloud was confined near the glass-metal interface of the multi-part grounded electrode.

In the magnetised discharges, since the growing dust cloud is confined near or in the sheath above the
grounded electrode, it can be subject to dust density waves (DDWs) which are spontaneously excited within the
sheath when the dust particle density is high enough. DDWs are known to significantly enhance the
agglomeration rate between particles by transferring significant kinetic energy to the particles thereby allowing
them to overcome Coulomb repulsion [48, 50]. Moreover, the filamentation of the plasma when the magnetic
field is high [49, 75] might also be a source of kinetic energy helping agglomeration. Thus the rapid
agglomeration observed in the magnetised discharge could be due to the confinement of the growing cloud near
the grounded electrode. It was also observed experimentally that the dust particle size distribution was much
wider for growth occurring in strongly magnetised plasma (B > 0.25T) compared to dust grown in non or
slightly magnetised plasma (via laser-light scattering, figure 5(c) and in SEM and TEM pictures, figures 6 and 7).
Since in strongly coupled dusty plasmas, agglomeration is enhanced by a dispersed distribution in the sizes of the
growing nanoparticles (due to charge fluctuation and the occupation of positively charged states of the smaller
nanometre size particles) [76], the agglomeration can be further enhanced. One could argue that the presence of
the magnetic field could also directly enhance the agglomeration due to stronger charge fluctuations induced by
the reduction of the charging fluxes [77-80]. However, the magnetic field significantly affects the charging fluxes
when 3, = \/(7rTe m,)/2¢*B> > 1[78]. Assuming T, ~ 1.5eV, the charge of the particle will be strongly affected
onlywhenryq 2 3.66/B um. In our experiments, the particles did not reach sizes large enough to have their
charges significantly affected. However, the effect can be indirect through modifications of the discharge
parameters [67, 81]. The magnetisation of the dust particles (i.e. the dust particle gyroradii become small enough
to consider them magnetised [17]) might also play a role in the agglomeration process.
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6. Conclusion

In this article, the influence of a constant magnetic field on discharge parameters and particle growth ina
capacitively coupled rf discharge has been studied. Experiments were performed in pure argon and argon-
acetylene plasmas at magnetic fields up to B = 2.5 T. It was found that high magnetic field strength has a major
effect on the plasma glow distribution and the self-bias voltage of the powered electrode. To understand the
plasma discharge characteristics, a basic ambipolar diffusion model taking into account the diffusion
perpendicular and parallel to the magnetic field was developed. The model confirmed that a reduction of the
perpendicular diffusion at high magnetic field would have a significant impact on the discharge and qualitatively
good agreement was found between the model and the experimental observations of the reduction of the self-
bias. Complementary PIC simulations have shown that the electric fields are also affected by the magnetic field.

The magnetic field also had a significant influence on the morphology of nanoparticle that are grown in the
plasma. The addition of acetylene to the discharge led to the formation of carbon nanoparticles. At low magnetic
fields, B < 0.1 T, the well-known cyclic growth behavior was observed with the opening of a void region in the
plasma bulk in which the next generation of nanoparticles could grow. At higher magnetic fields, B > 0.1 T, no
growth cycles were reported. However, a cloud of nanoparticles above the grounded bottom electrode appeared
more rapidly than in the low magnetic field cases with larger agglomerates formed above the grounded, bottom
electrode in just tens of seconds after plasma ignition. The enhanced agglomeration, which may be the reason of
the observation of the big porous spherical agglomerates, could be explained by the presence of dust acoustic
waves and plasma filamentation that appear in the plasma at the higher magnetic fields. Electron microscopy,
both SEM and TEM, revealed that the big nanoparticles were porous spherical agglomerates of very small
nanoparticles. Raman spectroscopy did not reveal any major differences of chemical properties and structural
order between particles formed at lower versus higher magnetic fields. In all of the investigated synthesis
conditions, the grown dust particles were composed of amorphous carbon.

In future studies, different magnetic field and electrode configurations will be investigated. Complementary
diagnostics such as optical emission spectroscopy and light extinction spectrometry [82] will be added in order
to obtain more insight on the influence of the magnetic field on dust growth kinetics. A particular interest will be
on the influence of plasma filamentation on particle growth.
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3.3 Two-dimensional plasma crystals

An important fraction of my research is dedicated to the study of two-dimensional com-
plex plasma crystals (sometimes referred to as Yukawa crystals). This activity involves many
collaborations (Dr. A. Ivlev and his graduate students (MPE, Garching, Germany); Dr. H.
Thomas Dr. S. Zhdanov and Dr. V. Nosenko and their graduate students (DLR, Oberpfaffen-
hoffen, Germany); Dr. Y. Elskens (PIIM, Aix-Marseille University); Dr. L. Matthews and her
graduate students (Baylor University, Waco, Texas, USA)).

In this section, I summarise the main results (experimental and theoretical) obtained on the
investigations of waves and the mode coupling instability in 2D complex plasma crystals. The
results are not presented in a chronological order but rather in a logical order. In Sec.[3.3.1] I
present the experimental device used to perform experiments on 2D complex plasma crystals.
In Sec. I present the experimental method that allows the simultaneous measurement of
the three wave modes in 2D complex plasma crystals. In Sec. [3.3.3] I present the experimental
evidence of the existence of the hybrid mode due to ion wake mediated interactions and the
resulting mode-coupling instability (MCI). In Sec. [3.3.4] T discuss the thresholds of the mode-
coupling instability in 2D complex plasma crystals. In Sec. sec:earlystage, I present the early
stage of MCI and, finally, in Sec. [3.3.6] I discuss the dynamics of MCI-induced 2D complex
plasma crystal melting.

3.3.1 Experimental set-up

The experiments were performed in a capacitivelly-coupled rf glow discharge at 13.56 MHz
(a modified GEC chamber). A sketch of the set-up is presented in Fig. The argon pressure
par was typically set between 0.4 Pa and 2 Pa and the forward rf power Prp was set between 5
W and 20 W. Langmuir probe measurments have shown that in the bulk discharge the electron
temperature was T, = 2.5 eV and the electron density was n, = 2 x 10° cm™ at a pressure
par =0.66 Pa and a rf power Prp=20 W [36].

A Miwitron Ka-band microwave interferometer MWI 2650 working at 26.5 GHz (resolution
of ~ 108 cm™3) could also be used to measure the electron density, n,., in pristine plasma
condition (without microparticles) for different pa, and Py [I15].

To produce the microparticle monolayer, melamine-formaldehyde (MF) spherical micropar-
ticles with a diameter of 9.19 4+ 0.09 um were levitated in the plasma sheath above the lower
rf electrode. The obtained horizontal monolayer was up to ~60 mm in diameter depending
on the number of injected microparticles. A horizontal laser sheet was used to illuminate the
monolayer. The laser sheet had a had a Gaussian profile in the vertical direction with a stan-
dard deviation ¢ ~ 75 pum (full width at half maximum of ~ 175 um). The light scattered by
the microparticles was recorded through a quartz window at the top of the chamber using a
Photron FASTCAM camera (typcal recoding speed of 250 frames per second). It allowed the
extraction of the particle horizontal coordinates, x and y, and velocities, v, and v, with sub-
pixel resolution in each frame. An additional side-view camera (Basler Ace ACA640-100GM
or Photron FASTCAM camera) was used to check that there was no extra particles above or
below the monolayer.

An additional SpectraPhysics Millennia PRO 15sJ solid-state 532-nm laser with a continuous-
wave (cw) output power of 0.30-2 W could also be focused on the crystal to manipulate the
microparticles with the radiation pressure force. This could be used to melt locally the 2D
complex plasma crystal [I58].

More details can be found in the following publications [9H12] 114, T15] 135, 157, 158, [165].
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Figure 3.27 — (Colour online) (a) Schematic of the experimental set-up. (b) Classical position
of the laser sheet for particle tracking, (c) out-of-plane motion optimised configurations for
particle tracking (c) enables the study of the out-of-plane fluctuation spectra; see Fig. [3.28

3.3.2 Measurement of in-plane and out-of-plane waves

From the fast camera images, the microparticles” position can be tracked frame after frame
and their trajectories reconstructed [I58]. These tracking data are then used to study wave
propagation of the microparticle monolayer. For that purpose, the particle current fluctuation
spectra need to be computed. First, the particle current components V(k, t) are calculated as

N
Va(k,t) =) wg(t)e ™0 (3.61)
j=1

The current components are calculated in a chosen s-direction at each time instant ¢, using
a wave vector k = {k,, k,} located in the monolayer plane. In the above equation, i is the
imaginary number, j is the particle index, v, ;(¢) is the projection of the j-th particle velocity
on the s-axis, s; = {z;,y;,2;} is its position, and N is the number of microparticles. The
z,y-axes are chosen as shown in Fig. [3.90 The choice of the axis direction with respect to the
lattice allows a detailed study of wave propagation in a chosen direction with respect to the
lattice principal axis. The current fluctuation spectra are then obtained by performing a fast
Fourier transform in the time domain.

The horizontal coordinates x and y can be extracted from the video frames using standard
techniques [158), 259 260]. Then, after an easy derivation of the corresponding velocities v, and
vy, on can directly compute the in-plane current fluctuation spectra. In Fig. [3.29 the resulting
fluctuation spectra are shown for two principal orientations of the wave vector, at § = 0° and
30°. The spectra show the distribution of the wave energy in the (f,k) revealing the wave
dispersion relation: (“ridge” of the distribution).

However,the measurement of the vertical position z (and the velocity v,) of individual
particles requires a very different technique described in [135] (a copy of which can be found
at the end of this section). Unlike in small and compact dust clusters, where a combination
of top view and side view imaging allows a direct measurement of the 3 components of the
microparticles’ positions, side view imaging cannot be used in large monolayers since not all
individual particle can be imaged from the side. Therefore, one has to rely on top view imaging
to resolve the the relative out-of-plane particle position and deduce the vertical displacement.
This can be achieved by measuring the relative variation of the scattered light intensity [135].

In most experiments involving microparticles monolayer, the laser light sheet position is
adjusted such that the peak of the Gaussian intensity profile practically coincides with the
particle monolayer levitation height in order to maximize the scattered light intensity (see
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Fig[3.27(b)). This “classical” method is well adapted to in-plane tracking (especially at high
frame rates) but is not appropriate for the measurement of z and v,. In this configuration, the
variation in of the recorded scattered intensities between consecutive frames provides only the
magnitude of the vertical displacement without any information on the direction. Indeed, the
recorded scattered intensity by individual particles in each frame is proportional to the local
laser sheet intensity:

I(2) o e~ (mmax)*/20% (3.62)

where z,.« is the position of the laser sheet intensity maximum. When the mean levitation
height zjey ~ Zmax, the magnitude of the particle displacements |0z| 2 |zley — Zmax| ~ 0. In
addition, positive or negative displacement will produce the same scattered intensity variation
[38]. The “classical” method has also sensitivity issue. Since 0z 2 |2ley — Zmax|, the resulting i
ntensity variations scale as 01/1 =~ 3(dz/0)?. Assuming that thermal fluctuations are the main

source of vertical motion, its magnitude |dz| is approximatively [0z] ~ \/Tu/maQ? ; < 10 pm
where Ty is the kinetic temperature of particles. |dz| is thus much smaller than the laser sheet
vertical profile standard deviation o =~ 75 um leading to hardly detectable relative intensity

variations 61/1 ~ 1 %.
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Figure 3.28 — (Reproduced from Ref. [I66]) Example of out-of-plane current fluctuation spectra.
(a) Using scattered light intensity from an unshifted laser sheet (conventional method). (b)
using scattered light intensity from a shifted laser sheet (out-of-plane optimised method). In
both cases, the analysed crystal area was a mixture of different crystal orientations.

In our experiments, we used an alternative visualization method adapted to the analy-
sis of the microparticles’ out-of-plane motion [135]. The laser light sheet was moved up
so microparticles levitated ~ 100 pum below maximum intensity. With this configuration,
|21ev — Zmax|/]02] &= 10 leading to two advantages compared to the “classical ” method:

1. Relative intensity variations scale almost linearly with the displacement, 01/ ~ |zjey —
Zmax|5z/0_2- Thus (5[/[)0ptimised ~ 15 x (5[/[)classical-

2. The vertical intensity gradient is positive is the particles’ motion range. Consequently,
the direction of the displacement can be resolved.

Note that the quality of the tracking in the horizontal xzy plane was not critically affected and
remain of quality comparable to the “classical” imaging configuration. In addition, note that
to the fundamental differences in tracking horizontal and vertical motion, different background
noise intensities are obtained after the for the calculated in-plane and out-of-plane current
fluctuation spectra.

Calculated out-of-plane particle current fluctuation spectra using the “classical” and “out-
of-plane optimised” methods are shown in Fig. [3.28] As can be seen, the “classical” method
(Fig. ) produces spectra containing very little to no information about the out-of-plane
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wave modes . On the contrary, the out-of-plane dispersion relation is revealed by the “optimised”
method (Fig. [3.28b) (ridges in the intensity distribution).

Intensity (log. scale, arb. units)

Frequency (Hz)

Figure 3.29 — (Reproduced from Ref. [166]) Experimentally measured dust-lattice dispersion
relations vs theory. In-plane and out-of-plane current fluctuation spectra deduced from the
experiments (see Table and the theoretical curves are shown. The results are presented for
two directions of the wave vector k (for a) # = 0° and, b) 6 = 30°, see Fig. |3.27)). The dashed
lines are the theoretical dispersion relations for pure Yukawa interaction between particles [150)].
The shown range of k is limited by the first Brillouin zone (|k|A = \2/—% for = 0° and |k|A = 3T
for 6 = 30°). Note the different background intensities for the in-plane and out-of-plane spectra
induced by the different tracking method.

The out-of-plane optimised method allows the measurement of all three wave modes of
a 2D plasma monolayer during a single experiment. In Fig. the out-of-plane current
fluctuation spectrum and the in plane spectra in the first Brillouin zone for two principal
crystal orientations, # = 0° and 30° are shown. In-plane and out-of-plane DL waves branches
are clearly visible. The lines represent the theoretical dispersion relations plotted using Eq.[3.53]
The crystal parameters (Zq, Ap, A, k) were deduced from the in-plane fluctuation spectra using
an method derived from Nunomura’s work [I62]. The values of Z; and « are obtained using the
ratio of longitudinal and transversal sound speed extracted from the in-plane spectra shown in
Fig. [3.29 combined with the interparticle A extracted from the position of the first peak of the
pair correlation function g(r). The values of the crystal parameters are listed in Table Pure
screened-Coulomb interactions (i.e. no ion wakes) were assumed for the theoretical dispersion
curves. As can be seen, the experimental spectra and theoretical curves are in good qualitative
agreement. The out-of-plane measurements confirms the optical character of the out-of-plane
dispersion relation (the frequency of the long-wavelength waves is non zero). In addition, it
showed that the long wavelengths dispersion is negative (the wave frequency is a decreasing
function of k when k£ — 0). As expected, the wave dispersion differs for # = 0° and 30° at larger
|k|. The small differences between theory and experiments are due to the chosen interparticle
potential for the calculation of the theoretical dispersion curves.

3.3.3 Hybrid modes in two-dimensional complex plasma crystals

The non-reciprocity of microparticle pair interactions induced by the ion wakes theoretically
leads the appearance of an unstable hybrid mode when the in-plane longitudinal mode and the
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Table 3.1 — (Reproduced from Ref. [166]) Parameters of the 2D crystal used for the spectra
shown in Fig. The lattice constant A is obtained from the position of the first peak of the
pair correlation function. Parameters Z; and k are deduced from the in-plane phonon spectra.

Prr DA Zq A R fo
(W) (Pa) (e) (prm) (Hz)
20 0.42 21000£3000 5H50+20 140.25 25+2

out-of-plane mode cross [149, 150, 157, 261] (see also Sec. . Under specific conditions, the
crossing of the mode triggers the mode-coupling instability (MCI) which can lead to a rapid
melting of the 2D complex plasma crystal |9, 10, 12, 114, 115, 157, 164H1606, 262]. After the
creation of a 2D complex plasma crystal, MCI induced melting of the crystalline monolayer can
be triggered in (or a combination of) two different ways:

1. A progressive decrease of the forward rf power at a constant gas pressure (which naturally
lowers f, Ref. [263]),

2. a progressive decrease of the gas pressure at a constant rf power (which naturally lowers
neutral gas friction, and modifies the radial and vertical confinements and therefore f,
and A).

More details about the pressure and rf power thresholds are given in Sec. and Ref. [115].

In either case, MCI-induced melting developed in a specific manner [9, [12] 114], 164]: upon
decrease of the control parameters (pressure and /or power) below threshold (pressure and power
thresholds depend on the size of the monolayer and the sheath (confinement) parameters): MCI
is triggered at the crystal’s center where the particle number density is the highest. It then
expands outwards gradually (but rapidly!) melting the 2D complex plasma crystal. MCI
always is visible simultaneously in the horizontal and vertical directions (the hybrid mode
as a mixed polarisation, see Sec. [9, 114]. At the initial stage, due to the transfer of
ion flow energy to the microparticles, the microparticle kinetic energy increases exponentially
[9, 10, 164]. When the microparticles kinetic energy gets sufficiently high, a total disruption
of the crystalline order is observed. It was shown theoretically that MCI always occurs in
2D complex plasma monolayer in the fluid state fluid [2]. Therefore, the system recrystallises
only when increasing the control parameters well above certain pressure/power thresholds at
which the MCI growth rate becomes lower than the damping rate due to neutral drag (strong
hysteresis, see Refs. [115] 157, 264]. If the rf power is high enough and /or the monolayer particle
number density is sufficiently low, the 2D complex crystal remain stable over a very large range
of pressures.

The qualitative picture given by the MCI theory [150] (and originally predicted by the theory
for a 1D string [148)], 149, 261]) is in remarkable agreement with the reported experimental
melting behaviour. Indeed, a distinctive fingerprint of MCI [148], 261] is the appearance of
a hybrid mode due to ion wake-induced resonance coupling when longitudinal in-plane and
transverse out-of-plane DL branches cross each other. This unstable hybrid mode consequently
appears in the vicinity of the crossing in the (k,w) space. This effect was experimentally
observed by measuring the dispersion relations of all three principal DL modes [114], 157, 265,
260

The first direct observation of the hybrid mode was reported in Ref. [114] (a copy of which
is found at the end of this Section) and is evidenced on the current fluctuation spectra shown
in Fig. [3.30] The theoretical curves (white lines) show the lattice modes fitting the shown
frequency range. According to theory, the orientation § = 0° (see Fig. is the most unsta-
ble [150] (see Sec. which is the direction chosen to calculate the experimental current
fluctuation spectra. In the left column of Fig. [3.30] the current fluctuation spectra of a stable
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Figure 3.30 — (Reproduced from Ref. [I14]) DL dispersion relations near the instability onset.
The particle current fluctuation spectra were measured in an experiment performed at an argon
pressure p = 0.76 Pa with particles 9.19 ym diameter, at a rf power of 7 W (left column, stable
regime) and 5 W (right column, the instability onset). The logarithmic colour coding is used
for the “fluctuation intensity” Ae/AkAf (energy density, for unit mass, per unit wave number
and frequency): Yellow ridges represent stable wave modes, the unstable hybrid mode are
the dark-red “hot spots”; the upper panel shows the measured out-of-plane mode, the second-
from-the-top panel depicts the pair of in-plane modes. The solid lines in both panels are
theoretical results [150] (see text for details). The wave number k is normalised by the inverse
interparticle distance A~!. The shown range of k corresponds to the first two Brillouin zones at
0 = 0° (branches are symmetric with respect to the border between the two zones). Below the
fluctuation spectra the magnified hybrid mode in the unstable regime (marked by a rectangular
box) is shown. The lower panel illustrates the distribution of the “fluctuation energy” Ae/Ak
at fixed frequency: In the stable case the frequency (~ 12.5 Hz) is chosen in the middle between
the longitudinal in-plane branch and the out-of-plane branch (measured at the border between
the Brillouin zones), for the instability onset the frequency (~ 11 Hz) corresponds to the hybrid
mode.

regime (no MCI) are shown: all wave modes are well separated and the fluctuation intensity is
equally distributed over all branches. In contrast, the right column of Fig. shows current
fluctuation spectra corresponding to the MCI regime: an intersection of the out-of-plane and
the longitudinal in-plane branches in the vicinity of the first Brillouin zone boundary is clearly
visible. The dark-red spots on the spectra around this region undoubtedly indicates the ion
flow energy transfer to the microparticle crystal due to MCI.

The theoretical branches shown in Fig. (solid white lines) were obtained using Zhdanov
et al. results [I50] and are used for comparison with the experimental data. A normalised
wake dipole moment c]g = 0.1 was used for the calculation. As can be seen, the theory is in
excellent qualitative agreement with the experiment, both for the stable and unstable regimes.
The agreement is qualitative only since the wake parameters were manually chosen to match
the experimental observations, i.e so that the calculated unstable hybrid mode and the “hot
spots” in the measured fluctuation spectra perfectly matches. Note that subtle effects, such
as the splitting of “hot spots” at the border between the Brillouin zones is also experimentally
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resolved (see the fluctuation energy distribution in the lower panel and the magnified hybrid
mode). Traces of mixed polarisation are also seen in Fig. (traces of out-of-plane mode
are visible in the in-plane spectrum close to the location of the hybrid mode). These results are
a clear proof of the existence of the unstable hybrid mode at the origin of MCI. Nevertheless,
MCI is triggered only at defined thresholds in confinement strength and neutral damping rate
[115, 157] linked to the forward rf power and the gas pressure. These thresholds depend directly
on the ion wake properties and the ion wakes model used for calculation has an influence of the
predicted MCT growth threshold and growth rate [I5I]. Obtaining good theoretical prediction
remains an open issue. More details can be found in Refs. [1T5] 151, 157, 267, 268].

3.3.4 Threshold of the mode-coupling instability

In this subsection, the main results of Ref. [115] (a copy of which is found at the end of this
Section) are summarised. In order to study the thresholds of the mode-coupling instability, a
large monolayer of microparticles was suspended in the sheath of a rf discharge. The monolayer
was used for the 2 different sets of experiments (referred to as Experiment I and Experiment 1T
in Ref. [I15]) performed ~1 hour appart. Due to the etching of the MF microparticles by the
argon plasma ( ~ 1.25 nm/min according to Ref.[269]), the MF microparticles of experiments
IT had diameter of ~ 9 pm.

The crystallisation and melting pressures of the monolayer, peys and pycr respectively,
were investigated for different forward rf powers. At a chosen fixed forward rf power, starting
from a monolayer in the fluid state, the argon pressure was gradually increased until the full
crystallisation of the monolayer was observed (pressure step of ~ 0.6 mTorr) and the crystalli-
sation pressure peyst was recorded. During the pressure increase phase, the monolayer stayed
in the fluid phase except when within a few 1072 Pa below the crystallisation pressure where
the outer part of the monolayer started crystallising. Then the gas pressure was very slowly
decreased until MCI was triggered (minimum pressure: ~0.06 mTorr) resulting in the rapid
melting of the monolayer as reported in Refs. [9] [10, 12, 164, 165, 270] and the melting pressure
pvor was recorded. The rf power was then decreased and the procedure was repeated.

2

3 Crystal (a) 3 Crystal (b)
3 3
L 3
—~ L5¢ 1t 3 i
cs 3 - 2t <
E"/ Fluid or Crystal 3 Fluid or Crystal
~
< 1
Q 3 3 $
3
0s Fluid i Fluid * 3
BE 20 256 8 10 12 14 16
Py (W)

Figure 3.31 — (Reproduced from Ref. [II5]) Crystallisation pressure, peyst, (blue dots) and
MCI threshold pressure, pycr, (red diamonds) for different rf powers, Py: (a) Experiment I;
(b) Experiment II. Above the crystallisation pressure the monolayer is always in the crystalline
state (green areas). Below the MCI threshold pressure, the monolayer is always in the fluid
state (red areas). In-between, the monolayer remains in the crystalline phase when decreasing
the pressure from above the crystallisation threshold and remains fluid when increasing the
pressure from bellow the MCI threshold.

The results for both sets of experiments are shown in Fig. [3.31. As can be seen, in both
cases, the higher the power the lower the crystallisation and melting pressures. In addition, the
pressure range Ap = p... — Pu, for which the monolayer remains a 2D crystal when decreasing
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the pressure from above p. . and remains fluid when increasing the pressure from below p,,.,
increases when increasing the RF power.

In Ref [I15] the current fluctuation spectra of the monolayer in the crystal phase were ex-
tracted from imaging data and the compression and shear sound velocities were then measured.
It was reported that decreasing the pressure at constant forward rf power leads to an increase
of both sound speeds and a slight increase of the interparticle distance A. The microparticle
kinetic temperature always remained quite low while the monolayer was in the crystal phase
(T.. < 0.2 eV). Assuming pure screened Coulomb interactions, the sound speed increases cor-
respond to an increase of the microparticle charges. From the maximum frequency of the
longitudinal dispersion relation which increases when decreasing pressure, it could be deduced
that a pressure decrease lead to the out-of-plane mode and the in-plane mode getting closer to
each other as the MCI pressure threshold, pyicr, was approached. No trend in the evolution of
the coupling parameter kK = A/Ap ~ 1.0-1.8 was reported due to relatively large measurement
errors on the sound speeds (especially the transverse sound speed) which propagated into k. An
evaluation the coupling parameter I' = (Z3e) /(Torysidmeo) ~ 2000, showed that it remains far
from the theoretical coupling parameters at the monolayer melting point (I',, ~ 200 at k ~ 1.2
[2710).

The mode coupling instability in a 2D complex plasma crystal is know to be triggered when
the in-plane longitudinal mode and the out-of-plane mode intersect [150, [I157] (except in very
special experimental conditions where ion wakes are really pronounced allowing coupling of the
modes without direct crossing [272]). Thus, the simple rf sheath model detailed in Sec. [3.1.4) was
first used to calculate the change of the rf sheath profile as a function of the forward rf power
and the background argon pressure. These profile were further used to calculate a theoretical
microparticle equilibrium charge, equilibrium levitation height and the vertical confinement
frequency: (i) a power increase at constant pressure leads to increase of Zg, 2., and fp, and
(i) a pressure increase at constant rf power leads to decrease of Zy, 21, and an increase of fy,

(see Sec3.1.5)).
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Figure 3.32 — (Reproduced from Ref. [I15]) (a) Pressure at which the crossing of the in-plane
longitudinal mode and the out-of-plane mode occurs as a function of rf power for different
interparticle distances A and without ion wakes. The experimental MCI pressure thresholds are
shown for comparison. (b) MCI pressure threshold as a function of rf power for an interparticle
distance A = 420 pm and different ion wake charges in the framework of the point-charge wake
model [I50]. The experimental MCI pressure thresholds are shown for comparison.

Then, the influence of the interparticle distance A on mode crossing was investigated while
ignoring ion wakes [see Fig[3.32}(a)]: the minimum pressure for mode crossing decreases when
increasing the rf power due to the competing effects of pressure decrease and rf power increase.
In addition, at low pressure the microparticle charge is larger due to a higher electron tem-
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perature, which for a given A, increases the maximum frequency of the longitudinal in-plane
mode, facilitating mode crossing. Similarly, the pressure threshold is systematically lower for
larger A due to weaker interparticle interaction which reduces the maximum frequency of the
longitudinal in-plane mode and the minimum frequency of the out-of-plane mode. Experimen-
tal points follow roughly the same trend showing that the changes of the sheath profile (which
depends on pa, and Py) are of great importance to explain the crossing of the modes and the
triggering of MCI in 2D complex plasma crystals.

Secondly, the effect of ion wakes was investigated (in the framework of the point wake model,
see Sec[3.1.6)). The interparticle distance was fixed to A = 420 pm and only the value of the
wake charge was varied (0.1 < g, < 0.3), while the wake length was fixed (8, = d,/\ = 0.3).
Then, the pressure threshold for mode crossing (and the triggering of MCI) were calculated
again. The results are presented in Fig. (b) As can be seen, the main experimental trends
are again recovered: when increasing the rf power, the threshold pressure decreases. However,
the ion wakes play an important role. Large ion wake charge significantly decreases the pressure
threshold at fixed rf power. The experimental wake parameters are unknown and their overall
effect on the measured pressure threshold are thus difficult to estimate. However, one can see in
Fig. that the calculated thresholds do not exactly match the experimental one. Note that,
in Ref. [I15] it is reported that the experimental particle charges are slightly smaller than the
calculated ones and the A used in the thresholds calculation (with ion wakes) is slightly larger
than the experimental one (which also slightly decreases with increasing pressure at fixed Py ).
The calculation of the true MCI pressure threshold would therefore require the calculation of
evolution of the horizontal confinement as a function of pa, and Py as well as self-consistent
wake parameters and more sophisticated (realistic) ion wake model such as those described in
Refs. [142] 151), 267].

Note that the crystallisation pressure follows the same trend as the MCI threshold pressure:
it decreases with increasing power. This can also be roughly explained with the evolution of the
sheath profile. When Py increases, the sheath electric field and therefore the vertical confine-
ment become stronger. However, when in the fluid phase, MCI always exist unless the damping
due to neutral drag is large enough to suppress it [2]. At fixed rf power, the microparticle charge
decreases when increasing pressure (see Sec. . Therefore, the longitudinal sound speed
decreases, the mode crossing is not as “deep” resulting in smaller MCI growth rate. Ref. [2]
also demonstrate in the framework of the wake-layer model that when the vertical confinement
frequency is increased above the MCI threshold in a 2D crystal with the same microparticle
parameters as the fluid layer (same microparticle charges and same microparticle number den-
sity), the instability growth rate decreases as ~ exp(—%wgé). The crystallisation threshold also
depends on the wake parameters which are expected to have a non-negligible effects as for the
MCI threshold pressure in 2D complex plasma crystals. Future studies will use self-consistent
wake model such as in Ref. [142] or particle-in-cell results [146] to derive accurate MCI and
crystallisation threshold pressures.

3.3.5 Early stage of the Mode-coupling instability: particle motion
synchronisation

The formation of the hybrid mode often triggers MCI (for low enough gas pressure the
MCI growth rates exceeds neutral damping). At the early stage of MCI, rhythmic patterns
and synchronised oscillations of the microparticles around their equilibrium positions are ob-
served |9, 10, [164]. The first dedicated experiments devoted to the study of the appearance of
synchronised dust oscillations at the early stage of MCI were reported in Ref. [9] (a copy of
which is found at the end of this Section). In this section, the results of investigation of the
kinematics of microparticles during the early stage of MCI in a 2D complex plasma crystal are
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summarized.

The instability was initiated by decreasing the argon pressure from py, = 0.94 Pa to 0.92 Pa
at a fixed forward rf power Prgp = 12 W. The longitudinal and transverse sound speeds, re-
spectively C1, = (34.1 £ 1.4) mm/s and Ct = (7.9 £ 0.3) mm/s, were measured by using the
long wavelength part (kK — 0) of the longitudinal and transverse in-plane current fluctuation
spectra (see Fig. 2 of Ref. [9]). The interparticle distance in the centre of the crystal was
A = 480 £+ 10 gm and the microparticle charge number was estimated at |Z4| ~ 18600e and
the coupling parameter was estimated at x = 1.26 (the reported error on the charge was about
15% and the reported error on k was about 30%). The frequency of the vertical confinement
was measured from the out-of-plane fluctuation spectrum: f, = 23 =1 Hz. The hybrid mode,
showing as a hot spot at fyy, = 16 £1 Hz was well pronounced in the longitudinal current
fluctuation spectrum (Fig. 2a of Ref. [9]).

Shortly after MCI was triggered, synchronised microparticle oscillations around their equilib-
rium positions were observed. The degree of synchronisation was extracted from the micropar-
ticle trajectories as followed. The instantaneous phases of the particle oscillations as functions

of time and position were recovered from the particle displacements r;(t) = ,/23(t) + 43 (t).
The drift was removed to keep only the oscillatory parts. The “filtered” displacement 7;(¢) of
the jth particle was defined as:

At
1 t+7

7i(t) = ri(t) — Y /t—AQt ri(t)dt'. (3.63)
where the averaging time interval At was fixed at At = 0.5 s for all particles. A Hilbert
transform was then performed to obtain the analytic displacement r,(t) = A;(t) exp (i@(t)),
where ¢;(t) are instantaneous phases and A;(t) are the instantaneous amplitude [273].

The degree of synchronisation o; of particle j with its closest neighbours was then calculated
as follows [274]:

1 n
gj = EZ%" (3.64)
=1
S,
o = 1= (3.65)

where n is the number of the closest neighbours and S;; is the Shannon entropy of the cycle
phase distribution among neighbours,

M M
Sjj = — ijj’l Inpjn, ijj’l =1 (3.66)
=1 1=1

Here, pj;; is the fraction of the data in the [-th bin of the phase difference distribution
¢, (t) = ¢;(t) — ¢y(t) (mod 27), I =1... M where M = 20 is the number of chosen bins, and
Smaz = In M is the maximum entropy corresponding to a uniform distribution p;;; = M “LA
moving window using the instantaneous phases ¢;;/(t) calculated over 101 consecutive frames
centred on time t was used to compute the distribution. A completely synchronised state
corresponds to o = 1 while a fully desynchronised state corresponds to o = 0.

Fig. shows the trajectories of 2 neighbour particles during the early stage of MCI.
As can be seen, both particles oscillated at the hybrid frequency in both the vertical and
horizontal planes. This is a signature of the hybrid mode which has mixed polarisation and
locks the particle motion in phase and frequency. As observed in Fig. and c, the system
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self-organises in a rhythmic pattern of alternating in-phase and anti-phase oscillating chains of
particles. The interpenetrating antiphase oscillating ‘sublattices” are shown in Fig.[3.33b. Rows
of the in-phase (synchronised) oscillating particles can be seen in Fig. 3.33c. As MCI grows,
more particles are involved in the MCI making the synchronisation pattern wider. Neighbouring
rows of the synchronised particles are almost in anti-phase. In the experiment of Ref. [9], the
motion of the synchronically moving particles was strongly “polarised” in the § = 60° direction.
This spatial orientation correlated well with the directions of the maximal increment of the
(shear-free) hybrid mode. The quasi anti-phase oscillation of particles belonging to neighbouring
rows can be explained the value hybrid mode wave number kj,;, which is close to kp,A ~ .
Indeed, since the jth particle oscillations are proportional to exp(iknyp - 1j), at k = kpyp the
motion of neighbouring particles should obviously be almost anti-phase. Moreover, when MCI
is triggered, only the hybrid mode oscillations have a growth rate larger than the damping rate,
all other wave modes tending to equilibrate with the surrounding environment. Therefore, the
hybrid mode accumulates energy resulting in an exponential growth of the amplitude of the
hybrid mode oscillations (hiding all other wave modes). A second order Taylor expansion of the
force between two neighbour particles easily shows that the phases of in-plane and out-of-plane
motion of neighbour particle are coupled. It is known that oscillators with any phase-dependent
interaction can evolve until their phases are (partially) synchronised [275]. Furthermore, since
the shear in-plane component of the hybrid mode is very weak, rows of particles belonging to
equivalent elementary cells must have synchronised motion. The crystalline order is destroyed
when the oscillation amplitudes are too large, and the synchronisation naturally vanishes (see
Fig. [3.33d). The melted zone then expands to the whole monolayer due to fluid MCI [2].

Note that the synchronisation pattern should normally occur in all equivalent directions of
the maximal increment of the shear-free hybrid mode (i.e. every 60°). It is however rarely the
case experimentally [9, 270]. The observed break of symmetry is due to crystal deformation
(compression) due to small asymmetries in the horizontal confining potential [270], 276, 277].
Crystal compression leads to an asymmetric crystal elementary cells The triggering of MCI
follows this anisotropy since the formation of the hybrid mode is favoured in the compressed
direction.

3.3.6 Mode-coupling induced melting

As mentioned many times already, non-reciprocal wake-mediated interactions can trigger
the MCT in 2D complex plasmas [150, 157, 261]. MCI also exists in complex plasma monolayer
in the fluid state [2], 10}, 264].

As discussed in Sec. and Sec. [3.3.4] a necessary condition of MCI onset is a crossing of
the longitudinal in-plane and out-of-plane wave modes, leading to the formation of the unstable
hybrid mode and a rapid increase of the particles kinetic energy if the MCI growth rate surpasses
the neutral damping rate. In 2D complex plasma crystals, for a given crystal density there is
a vertical confinement threshold below which MCI is triggered (see Sec. and Ref.[157]).
This can be reformulated as follows: for a given strength of the vertical confinement, the 2D
complex plasma crystal density must exceed a threshold to trigger MCI. Experimentally MCI
always starts in the central (densest) region of the crystal where the crystal parameters favour
for the crossing of the longitudinal in-plane mode and the out-of-plane mode. In contrast,
wave modes always cross in fluid complex plasma monolayer[2]. Consequently there are no
density nor confinement thresholds in a fluid monolayer and fluid MCI exist under conditions
for which a crystalline monolayer is stable (no crossing of the modes, region between p,, and
p... described in Sec. . It is the reason why in many experiments the melting expands to
the whole monolayer once MCI is triggered at (and only at) the centre of the monolayer. Hence
heat activation of a stable monolayer complex plasma crystal can provide a direct analogy with
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Figure 3.33 — (Reproduced from Ref. [9]) a) Trajectories of 2 neighbour particles [red (diamond)
and blue (square) plain lines| showing vertical and horizontal periodic motion at the hybrid
frequency f, ~ 16.5+0.8 Hz. The dashed light-blue (open square) and light-red (open diamond)
lines are the projection on the (z,t) and (z,t) planes. b) Two superposed images of the lattice
layer separated in time by a half hybrid period (At ~0.032 s) close to the maximum of the
synchronisation index (¢ ~2.7 s). The white and black dots show the particle positions. The
mean interparticle distance in the studied region is A = 470+ 16 ym. The parallel dashed lines
are a guide to the eye. The stacked images were shifted along the main deformation direction
to graphically demonstrate the character of the particle vibrations. The main deformation
direction is indicated by the dotted lines (in this direction the lattice is about 7-9% more
compact). Note that the distance between the in-phase oscillating rows of particles is nearly
constant. ¢) Consecutive snapshots (300x300-pixel area of the original video) indicating the
instantaneous phase distribution for desynchronised states (=1.32 s and t=4.00 s), and during
the synchronised state (t=2.16 s and t=2.94 s). The black dots show the position of the particles.
d) Evolution of the cumulative probability p(fns) (red dashed curve) to find a particle with
an instantaneous frequency in the band 14 Hz< f < 18 Hz around fj,;, the mean value of
the synchronisation index (o) (averaged over particles, solid blue curve) and the averaged
instantaneous amplitude of the particle oscillations (solid black curve). The average was done
over ~150 particle tracks at the centre of the crystal (145x145-pixel area of the original video).
The inset shows the radial pair correlation functions at different times.

activation in ordinary reactive matter.

In this section, I will present the evolution of the MCI-induced melting in a 2D complex
plasma crystals. I will first described the “natural” melting where MCT is triggered in the crystal
phase by the crossing of the wave modes. Then, I will described “forced” melting for which
fluid MCI is triggered by locally melting the monolayer crystal with the help of a laser beam.

Natural melting

The melting front propagation in a complex plasma monolayer in MCI induced melting has
been the subject of a few articles [10], 12, 164].

Here, I will focus on the work reported in Ref. [164]. This work was done in collaboration
with the group of Prof. S. Yurchenko at Bauman Moscow State. The experimental results
reported here were obtained by the graduate students during my visit to Prof. Yurchenko’s
laboratory in 2015 and 2016.
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Figure 3.34 — (Reproduced from Ref. [164]. a) Typical evolution of the microparticle kinetic
temperature during MCI-induced melting (top view). The crystalline MCI triggers melting of
the central region, then the melting expands outward in the form of a sharp front, supported
by intense heating behind the front due to fluid MCI. b) Radial expansion of the hot zone with
time. At t ~ 1 s the ignition phase due to the crystalline MCI changes to a steady expansion
sustained due to fluid MCI (indicated by the white solid line). c) Self-similar profiles of the
particle kinetic temperature T'(7) (left axis) and of the fraction of sixfold cells ¢g(7) (right axis).
The symbols are experimental results, and the solid line is a fit to Eq. 3.71] The insets are
colour-coded snapshots of the Voronoi diagram near the flame front: sixfold cells are yellow,
while five- and sevenfold cells are blue and red, respectively.

MCI was triggered in a monolayer crystal at a pressure of 1 Pa and a forward rf power 20 W.
MCI rapidly melted the central region of the crystal leading to a melting front expanding
outward and destroying the crystal order of the monolayer. In order to study the crystal
melting evolution, Voronoi triangulation of the particles’ position was performed and the bond
orientational order parameter Wg was then calculated for each cell,

Tg=—> e (3.67)

where Ny, is the number of the nearest neighbours and 6; is the bond angle for the jth neigh-

bour. |¥g| quantifies the deformation of a hexagonal cell from a perfect hexagon (|Wg| = 1).

The particles’ kinetic temperature (the thermal part of particles’ kinetic energy) was also cal-

culated. For that purpose, any collective motion due to acoustic fluctuations of the velocity

field was subtracted from the particle velocities before the calculation of the kinetic energy:
mq

T==7) (vi—(vi)?, (3.68)

)
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where v; is the instantaneous in-plane velocity of the ith particle, and (v;) is the instantaneous
average velocity of all particles in a chosen radius of 2.4A around the ith particle The choice of
such a small analysis area (with only a few particles) is preferable to reveal the details the spatial
distribution of the studied parameters (velocity fields, density, thermal and hydrodynamic part
of the kinetic energy). However, it also lead to large fluctuations due to the limited statistics.
In contrast, the choice of a larger area would suppress fluctuations but leads to artificial and
unphysical smoothing of the studied fields.

The evolution of the kinetic temperature can be seen in Fig. [3.34h. After a slight decrease
of the rf discharge power needed to reduce the vertical confinement below MCI threshold, MCI
was triggered in the 2D complex plasma crystal. At the center of the crystal, the kinetic energy
rapidly increased and the crystalline order was rapidly destroyed. Then, as reported in earlier
studies |10}, [12], the melting expanded outward leading to a total destruction of the crystal. The
observed melting front (or “lame” front) was very sharp and expended steadily thanks to the
energy input provided by fluid MCI [2]. Behind the front (i.e. in the melted area), the kinetic
temperature was ~3 orders of magnitude larger than that of the crystalline region. Figs. [3.34h-
b show the details of the flame front formation. First, at the initial (ignition) phase, oscillating
lines of macroparticles were observed as described in Sec. or Ref. [9]). In the crystal central
region where MCI was triggered, the microparticles’ kinetic energies rapidly grew. Then, as
the microparticles’ oscillations amplitudes became too large, the crystal locally melted. This
initial melting rapidly evolved into a hot melted spot. The melted spot boundary were very
sharp and expanded outward at a constant radial velocity. In Ref. [164], the front velocity was
measured at vy, = 7.04+0.2 mm/s. Note that in the crystal periphery, the microparticle number
density was noticeably lower than in the centre (up to ~25%) preventing any crystalline MCI.
However, it did prevent the hot spot to expand in this area, undoubtedly showing the activation
of fluid MCT at the front edge. In the next subsection, I will also describe how crystal melting
can be artificially triggered by external excitation. For example, local laser heating can be used
(see Ref. [I65] and the next subsection) or a rapidly moving particle under the monolayer (see
Ref. [262]) or an external mechanical excitation (see Ref. [I66]). Simulations report similar
behaviour [166].

Let us discuss now the analogies between the propagation of a flame front in conventional
reactive matter and the MCI induced melting front. As a matter of fact, the time-dependant
spatial temperature distribution 7'(r,t) in a continuous reactive medium can be described by
the following heat equation [164] 278]:

or  Q(T) N <82T+D—18_T>’

E N CTLQD W T 87" (369)

where Q(T) is the reaction heat rate of the medium (of spatial dimension D), x is the thermal
diffusivity, nop is the monolayer microparticle number density , and C is the isobaric heat
capacity per particle. As the melting spot widen, the second term in the parentheses tends to
0, reducing the problem to one dimension.

The heat reaction heat rate is determined by the chemical kinetics in the given reactive
medium. It is of the form Q(7T") < exp(—71,/T) for an Arrhenius-like chemical activation where
T, is the activation energy. Additionally, fluid MCI essentially develops when the correlations
between the microparticles are largely destroyed [2] which thus assume a significant overheating
compared to the melting temperature 7y, of a 2D complex plasma crystal. Consequently, the
fluid MCI heat source term similarly requires the introduction of an activation temperature T,
well above T), (pair correlations are destroyed when the monolayer temperature is well above
the melting temperature [279] 280]). Critical heat phenomena (such as ignition or explosion)
generally depends on the specific feature of Q(7") which can be a complex function [281]. In the
case described here (steady “flame” propagation), the temperature changes very quickly across
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the front making the exact shape of Q(T") of minor importance. The limit behaviours at low
and high temperature have the dominant effects. It is thus common practice to approximate
Q(T') with a Heaviside step function in the theory of combustion and flames [281]. Here, the
fluid MCI heat source can be written as [164]:

3.70
Cnap %, T >T,, (3.70)

QT) _ {0, T<T,
where T, is the activation temperature at which the unstable fluid hybrid mode forms, triggering
the fluid MCI. The estimated maximum heating is ¢, = V(T )T /C, where T, &~ 1 keV is the
saturation temperature of the fluid monolayer due to fluid MCI and ~(7T') is the (temperature-
dependent) MCI growth rate. The saturation temperature T, arises from the thermal spreading
of the monolayer which inhibits the mode crossing and consequently the fluid MCI growth rate
[2]. Since the vertical confinement strength is finite, the heat capacity of the 2D fluid monolayer
is in the range C' = 2...3 [282]. Solving Egs. and leads to a self similar solution
for the temperature profile across the front [164] 283]:

T(r)~ Ty _ {exp(rv?r/x% 7 <05, (3.71)

T. — To 1+7vi/x, 7>0,

where 7 = t — r/vg is the self-similar time and vg is the melting front velocity. v is linked
to the activation temperature: T, — Ty = ¢ooXx/v2. T < 0 represents the a non-activated
crystalline regime in which the crystal is preheated by thermal diffusion (“inert zone”) and 7 > 0
represents the activated fluid regime in which fluid MCI is transferring energy to the monolayer
(“reactive” zone) [281]. Neutral gas damping should normally be added as an additional term
—274(T —Ty)/C on the right-hand side of Eq. (3.69), where T} is the equilibrium temperature
in the absence of heating and 4 is the Epstein damping rate (in our experimental conditions,
74 ~1.2 s71). Damping can be neglected if the growth rate vZ/y is much larger than 2+4/C
[164].

In Fig. [3.34k, the experimental self-similar profile T'(7) was calculated by averaging the
thermal energy at different radius from the centre of the hot spot. Fig. also shows the
calculated fraction of six-fold Voronoi cells, ¢¢(7), which allows the detection of the onset of
melting. The equilibrium temperature T, = 0.07 & 0.04 eV was obtained by averaging the
thermal energies of the microparticles far from the melting front (corresponding to 7 < —2.5 s
in Fig. .34c). The kinetic temperature in the crystal (i.e region where ¢g is close to unity)
grows exponentially when approaching the “flame” front. When the melting starts, cg decreases
sharply (see snapshots of the Voronoi diagram in Fig. ) Crystal melting occurs at T' ~
14 eV, which agrees with the predicted equilibrium melting temperature T, for a 2D complex
plasma crystal [271], 284] with the estimated experimental values of k and Z;. The self-similar
profile T'(7) was then fitted with Eq. (solid line) using the least-squares method with
varying activation temperature 7T}, growth rate v /x, and position of the activation point 7 = 0.
As can be seen, the experimental curve could be fitted very accurately yielding T, = 160+£15 eV
and v2/x =5.1+0.1s7! (> 273/C ~ 1.2 s7! justifying the neglect of neutral damping). The
heat diffusivity was then derived: x ~ 9.6 mm?/s. This value is in good agreement with
previously reported values of the thermal diffusivity in 2D complex plasma crystals [285].

To conclude this section, our experimental results have undoubtedly demonstrated that MCI
in 2D complex plasmas exhibits all the essential features of combustion in ordinary reactive
matter (activated heat release,self-similar temperature profile (“flame” front)). These results
can be relevant for various fields ranging from combustion and thermochemistry, to chemical
physics and synthesis of materials.
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Forced melting

MCT in fluid complex plasma monolayer does not have any density nor confinement thresh-
olds 2] and the instability exist under conditions for which a crystalline monolayer is stable (no
crossing of the in-plan compression and out-of-plan modes, i.e between p,, and p,.,. as described
in Sec. . It is the reason why in many experiments (as the one described in the previous
subsection), the melted zone expands to the entire monolayer once MCI is triggered at (and
only at) the centre of the monolayer. To artificially trigger MCI induced melting in a normally
stable crystal, local laser heating [165], a rapidly moving particle under the monolayer [262], or
an external mechanical excitation [I66] can be used. In this subsection, I summarize the main
results of Ref. [I65] (a copy of which is found at the end of this Section) where laser pulses
where used to locally melt the monolayer.

Longitudinal Transverse

25

20

Frequency (Hz)

Figure 3.35 — (Reproduced from Ref. [165]) Longitudinal and transverse current fluctuation
spectra at an angle # = 0°. The dotted black curves represent the fitted dispersion relations.

In the experiments of Ref. [I65] [made in collaboration with V. Nosenko (DLR, Germany)],
the microparticle monolayer was created under the following discharge conditions : pa, =
1.04 Pa and Prr = 12 W. The mean interparticle distance was A = 415410 pym (microparticle
number density nsp = 675 £ 20 cm™2). By fitting simultaneously the theoretical waves mode
in a 2D Yukawa crystal [I50] over the in-plane compressional and shear microparticle current
fluctuation spectra computed from the tracking data, the microparticle charge was estimated at
@ = —13800e +=500e, the screening length at A\p = 408 £47 pm and the screening parameter at
k= 1.0£0.15. Fig. m shows the in-plane current spectra for a propagation angle § = 0° (see
Fig. 3.9a). No fingerprints of the unstable hybrid mode can be detected and only the normal
eigenmodes are observed. The 2D complex plasma crystal was therefore stable with respect to
MCI. The vertical confinement frequency was ~ 25 Hz which is in perfect agreement with no
mode crossing (and therefore no MCI).

A SpectraPhysics Millennia PRO 15sJ solid-state 532-nm laser with a continuous-wave
(cw) output power of 0.30-2 W was focused for a short period of time on the crystal. The
microparticles in the laser spot were accelerated by the radiation pressure force and the crystal
was melted locally. At the crystal surface, the laser spot had an elliptical shape with a major
axis along the direction of propagation. The illuminated area had a surface Sy, ~ 0.32 mm?.
The duration of the laser pulse was changed from 0.05 s to 0.65 s. When the laser excitation
resulted in a full melting of the 2D complex plasma crystal, the microparticle monolayer was
recrystallized by increasing argon pressure and rf power above the crystallisation threshold and
the discharge conditions were then restored to the initial values. The crystalline monolayer was
allowed to further relax for a couple of minutes before the next laser pulse was applied to it.
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Figure 3.36 — (Reproduced from Ref. [165]) |¥s| maps (a,c) and kinetic energy maps (b,d) of
the crystal during Exps. 19 (a,b) and 20 (c,d) (see Table 1 of Ref. [165]). Each map is a square
of 24.6x24.6 mm?.

Due to the small sized of the laser spot at the crystal surface, only a few particles were
accelerated during the laser pulse (typically N < 50). As a result, a small melted spot was
created a few A in front of the laser spot position in the direction of laser light propagation. The
typical diameter of the melted spot at the end of the pulse was 1 — 4 mm. The microparticles
in the melted spot had high velocities. Depending on the pulse duration and the laser power,
the melted area recrystallized or expanded over the whole crystalline monolayer. These two
behaviour are illustrated in Fig. |3.36

Particle tracking during and after the laser pulse allowed the measurement of the evolution
of the particles’ kinetic energies and the energy injected by the laser pulse into the crystal was
estimated. At the end of the laser pulse, the total kinetic energy of the particles in the camera
field of view (FoV) reached its maximum. Note that at the end of the pulse, the the melted
spot particles had velocity vectors mainly directed along the direction of the laser beam but
quickly thermalised (in the melted spot) due to collisions with other particles. From looking at
the first and second moments of the microparticles velocity distribution function in x and y, the
thermalisation was found complete after ¢y, ~ 0.5 s (similar Maxwellian velocity distribution
centred on 0 in = and y). Table 1 of Ref.[165] lists the total kinetic energies Ky = ) . K;(t) of the
microparticles in the camera FoV at the end of the laser pulse (K (to,)) and after thermalisation
(Ki(ton + tin)) for all investigated laser pulse durations. The main observation were as follows:
for a given laser power, the total energy increased with the laser pulse duration and the energy
after thermalisation was slightly smaller due to neutral damping and heat transport to the rest
of the monolayer (outside of the FoV). Before a laser pulse, the average microparticle kinetic
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temperature was Ty = 0.13 £ 0.05 €V corresponding to a total energy in the FoV K; < 800 eV.
Thus, since the measured total energy at the end of the laser pulse was always much larger
than a few keV, it corresponded roughly to energy injected by the laser.

Fig. shows the state of the monolayer at the end of an experiment (recrystallized or
fully melted) as a function of the total energy after thermalisation. As can be seen, when
Ki(ton + tin) reached = 40 + 1 keV (corresponding to t,, > 500 ms at B = 0.85 W), a full
melting of the crystalline monolayer was triggered: this is a clear indication that the observed
melting is a threshold phenomenon.

_ ' Ty
Yes . “‘” * ) 1
g Oom: EQ:/ 40
Ki(ton + tu) (keV)
R T AN
nopithy £ 1

0 20 40 60
Kt (t()n, + tth) (keV)

Figure 3.37 — (Reproduced from Ref. [165]) State of the monolayer (red, melted or black,
unmelted) at the end of the experiment as a function of K(to, + tin). Each experiment of
Table 1 of Ref. [165] is indicated by an arrow of the appropriate color. A threshold at ~40 keV
is clearly identified. The inset shows the transition time before recrystallisation sets in for
injected energies below the melting threshold. The blue line is a guide for the eye.

Fig. shows Voronoi maps of the microparticle monolayer (coloured according to the
value of |¥g|) and the corresponding kinetic energy map. This figure clearly illustrate the
difference between two experiments showing either recrystallization or melting (Exps. 19 and 20
in Ref.[I65]). As can be seen, before the laser pulse (t = 0's), the crystalline monolayer was cold
in both cases with T ~ 0.13 eV. Both crystals were almost perfect with only a few dislocations
and a few grain boundaries. At the end of the laser pulse (¢ = 0.55 s), a melted spot (identified
as a region with high microparticles’ kinetic energies and small values of |Wg]) is clearly visible in
the centre. In both cases, compression waves travelled preferentially in the direction of the laser
beam (positive y direction) due to the non-thermalised motion of the laser-excited particles.
At t =28 > toy + tin, the spot particles were thermalised and compressional waves emerged
then isotropically from the hot spot. In both cases, the melted spot was slightly larger than at
t = 0.55 s. However, the melted spot of experiment 20 (Figs. [3.36—d) appeared slightly larger
and the microparticles had slightly higher kinetic energies.

Experiments that did not lead to the full melting of the monolayer showed a transition
period before the recrystallisation set in. The duration of this transition period depended on
the amount of energy injected by the laser. The transition time t;, (defined as the amount time
before K exhibits a clear exponential decay after the end of the laser pulse) as a function of
the injected energy is shown in the inset of Fig. [3.37 Experiment 19, used for the snaphot of
Figs. [3.36p-b, had a transition time of 3.13 s. As can clearly be seen in the inset of Fig. [3.37],
the transition time is an increasing function of the input energy that diverges at the energy
threshold. For the experiments with injected energy above threshold, the reported kinetic
energy growth after the pulse was nearly exponential with an average measured growth rate
yg_l =114+02s.
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The mechanism allowing crystal melting is linked to the the existence of the MCI in fluid
microparticle monolayers. Ivlev et al. [2] showed that the wake-induced mode coupling always
occurs in 2D fluid complex plasmas and, contrary to MCI in 2D complex plasma crystals,
there is no confinement/density thresholds. Therefore for sufficiently low neutral gas pressure
(small damping rates) the energy input from fluid MCI (i.e. the energy transferred by the
ion flow to the crystal) prevent the crystallisation of the monolayer. In addition, if a large
enough melted spot is created in the crystalline monolayer, the localised energy input due to
MCI cannot be dissipated rapidly enough (through neutral damping and heat conduction in
the crystal), leading to further increase of the microparticles’ kinetic temperature triggering the
expansion of the melted area in an uncontrolled positive feedback. This mechanism leads to
the total destruction of the crystalline order in monolayer as observed for the regular (natural)
MCl-induced melting discussed in the previous section and reported in Ref. |2, 10} 12} 157, [164].

As in the previous subsection, the time-dependant spatial temperature distribution 7'(r, t)
in a continuous reactive medium, now including neutral damping, can be described by a heat
equation [164] 283]

or _ Q) _2n
ot Cnp C

with the initial condition (melted spot created by the laser)

(T = Tp) + XQQg—f) (3.72)
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where Fj is the energy injected by the laser pulse, wyz is the width of the melted spot created
by the laser pulse, 74 is the Epstein damping rate ( here v4 ~ 1.21 £ 0.13 s~ [71]), As in
the previous section and in Ref. [164], the fluid MCI heat source can roughly approximated by
Eq. with a saturation temperature in the range 7,, ~ 1 — 3 keV. Note that this time the
damping term was not omitted in Eq. [3.72]

Since Ty < T,, Ty can be ignored and Eq. (3.72)) can be rewritten in a dimensionless manner:
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with wyz = wyz/r*. The normalisation fozﬂ J.” ©(7,0)Fdide = 1 determines the characteristic
length scale. Thus, in its dimensionless form, the problem is characterised by two numbers
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Eq. is similar to the one describing impulsive spot heating and thermal explosion in
ordinary matter with the addition of a dimensionless damping coefficient I' [164] 283]. With-
out damping and a sufficiently localized hot spot (so it can be accurately described with a
Dirac distribution), the subsequent thermal evolution is characterized only by A. A bifurcation
between two distinct regimes can be identified. When exceeding a critical threshold, the solu-
tion of heat equation shows a rapid temperature growth. For 2D systems, the critical value is
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Aer(I' = 0) = 9.94 |283]. The damping term increases this critical value: numerical estimates
lead to Aep(I' = 1.5) ~ 17 and A (I' = 2.5) ~ 21. In our experimental conditions, the thermal
diffusivity of the crystal was estimated at xy ~ 10 mm?/s [285] and ~,,, ~ 7, ~ 0.9 s7'. By fitting
the temperature distribution after the laser pulse with a 2D Gaussian function, the width of the
melted zone was wyz ~ 1 — 2 mm, which is noticeably smaller than the characteristic length
r* ~ 4.5 mm. These experimental parameters yield a value of I' ~ 2—4 and, a threshold energy,
A ~ 10 — 30, in remarkable agreement with the theoretical estimate. Note that the width of
the MZ has a significant effect on the energy threshold since for a given injected energy a wider
spot results in a significant portion of the energy being distributed over particles with a kinetic
temperature below the activation temperature. Therefore, for large melted spots (wyz > 1),
the threshold depends on the temperature of the melted spot and its size [283], 286].

Temperature (eV)

-5 0 5 -5 0 5
Position (mm) Position (mm)

Figure 3.38 — (Reproduced from Ref. [165]) Evolution of the temperature profile. (a) Experiment
19: recrystallization, (b) Experiment 20: melting. Solution of Egs. using the reaction
model (3.70): (c) slightly below threshold, (d) slightly above threshold. For the numerical pro-
files, the following parameters were used: x = 9 mm?/s, 74=1.2s71, v, = 0.9 571, T,,=1800 eV,
T,=105 eV, np=6.75 mm~2, C' = 2, wyz=1.15 mm and (c) E=40103 eV (A = 24.2497,
T =3.7722) and (d) Ei=40103.7 6V (\ = 24.2506, T = 3.7722).

In Fig. the time-dependant temperature profile of experiments 19 and 20 of Ref, [165]
are shown along the numerical solution of Egs. and . The numerical input pa-
rameters were chosen to reproduce qualitatively the experimental behaviour. As can be seen
in all cases, the energy is transported from the melted zone to the rest of the crystalline sus-
pension. Fluid MCI provides the energy to the microparticle suspension inside the fluid region
which is partially transported in the crystal through heat conduction and is partially dissipated
through neutral damping. Therefore, the size of the melted area can slightly increase even
if the total input energy is below the required melting threshold. The recrystallisation delay
observed when increasing the amount of injected energy by the laser pulse while staying below
threshold is also obtained numerically: it originates from the amount of energy pumped by
fluid MCI into the melted spot which depends directly on its size. Indeed, recrystallization

112



occurs only after enough energy has been removed from the hot spot to suppress the fluid MCI
heat flux (Fig. and c¢). The transition period is obviously longer for larger spots since a
significantly larger amount of energy has to be dissipated due to the large energy input due to
fluid MCI. When the injected energy exceed a threshold, fluid MCI delivers more energy in the
melted hot spot than the energy loss by neutral damping and heat conduction in the rest of
the monolayer. This results in temperature growth over time (Fig. and d) and a melting
dynamics similar to the one reported in the regular (natural) MCl-induced melting of a 2D
complex plasma crystal [2, 10 150, 157, [164].

To summarize this section, the experimental demonstration of an externally induced wake-
mediated resonant mode coupling (localised pulsed laser heating) in a 2D complex plasma
crystal was described. Due to the co-existence of a stable crystalline state and a melted state
experiencing fluid MCI, localised heating is able to trigger a full melting of the crystalline
monolayer. In a stable crystal (with respect to crystalline MCI), the external energy input
must exceed a threshold to trigger melting. Below threshold, recrystallisation preceded by a
transition period is always observed. The transition period is longer when the input energy
approaches threshold. In that case, the localized fluid MCI cannot pump enough energy to the
microparticle suspension to maintain the fluid state and propagate a melting front through the
entire crystal. Above threshold, a full melting of the crystal is observed due to the activated
fluid MCI. This behaviour is remarkably similar to impulsive spot heating in ordinary reactive
matter.

113



3.3.7 Main publications

The following publications corresponding to the main results described in this section are
attached to the manuscript.

1. L. Couédel, V. Nosenko, S. K. Zhdanov, A. V. Ivlev, et al., First direct measurement of
optical phonons in 2D plasma crystals, Phys. Rev. Lett. 103, 215001 (2009).

Abstract: Spectra of phonons with out-of-plane polarization were studied experimentally in a 2D plasma crystal. The
dispersion relation was directly measured for the first time using a novel method of particle imaging. The out-of-plane mode
was proven to have negative optical dispersion at small wave numbers, comparison with theory showed good agreement.
The effect of the plasma wakes on the dispersion relation is briefly discussed.

2. L. Couédel, V. Nosenko, S. K. Zhdanov, A. V. Ivlev, et al., Direct observation of mode-

coupling instability in two- dimensional plasma crystals, Phys. Rev. Lett. 104, 195001
(2010).
Abstract: Dedicated experiments on melting of two-dimensional plasma crystals were carried out. The melting was always
accompanied by spontaneous growth of the particle kinetic energy, suggesting a universal plasma-driven mechanism under-
lying the process. By measuring three principal dust-lattice wave modes simultaneously, it is unambiguously demonstrated
that the melting occurs due to the resonance coupling between two of the dust-lattice modes. The variation of the wave
modes with the experimental conditions, including the emergence of the resonant (hybrid) branch, reveals exceptionally
good agreement with the theory of mode-coupling instability.

3. L. Couédel and V. Nosenko, Stability of two-dimensional complex plasma monolayers in

asymmetric capacitively-coupled radio-frequency discharges, Phys. Rev. E 105, 015210
(2022).
Abstract: In this article, the stability of a complex plasma monolayer levitating in the sheath of the powered electrode
of an asymmetric capacitively coupled radio-frequency argon discharge is studied. Compared to earlier studies, a better
integration of the experimental results and theory is achieved by operating with actual experimental control parameters
such as the gas pressure and the discharge power. It is shown that for a given microparticle monolayer at a fixed discharge
power there exist two threshold pressures: (i) above a specific pressure pcryst, the monolayer always crystallizes; (ii) below a
specific pressure pyicr, the crystalline monolayer undergoes the mode-coupling instability and the two-dimensional complex
plasma crystal melts. In between pyicr and peryst, the microparticle monolayer can be either in the fluid phase or the crystal
phase: when increasing the pressure from below pycr, the monolayer remains in the fluid phase until it reaches peryst at
which it recrystallizes; when decreasing the pressure from abovepcryst, the monolayer remains in the crystalline phase until
it reaches pyicr at which the mode-coupling instability is triggered and the crystal melts. A simple self-consistent sheath
model is used to calculate the rf sheath profile, the microparticle charges, and the microparticle resonance frequency as a
function of power and background argon pressure. Combined with calculation of the lattice modes the main trends of pyicr
as a function of power and background argon pressure are recovered. The threshold of the mode-coupling instability in the
crystalline phase is dominated by the crossing of the longitudinal in-plane lattice mode and the out-of plane lattice mode
induced by the change of the sheath profile. Ion wakes are shown to have a significant effect too.

4. L. Couédel, S. Zhdanov, V. Nosenko, A.V. Ivlev, at al., Synchronization of particle motion

induced by mode coupling in a two-dimensional plasma crystal, Phys. Rev. E 89, 053108
(2014).
Abstract: The kinematics of dust particles during the early stage of mode-coupling induced melting of a two-dimensional
plasma crystal is explored. It is found that the formation of the hybrid mode causes the particle vibrations to partially
synchronize at the hybrid frequency. Phase- and frequency-locked hybrid particle motion in both vertical and horizontal
directions (hybrid mode) is observed. The system self-organizes in a rhythmic pattern of alternating in-phase and antiphase
oscillating chains of particles. The spatial orientation of the synchronization pattern correlates well with the directions of
the maximal increment of the shear-free hybrid mode.

5. L. Couédel, V. Nosenko, M. Rubin-Zuzic, et al., Full melting of a two-dimensional complex
plasma crystal triggered by localized pulsed laser heating, Phys. Rev. E 97, 043206 (2018).

Abstract: The full melting of a two-dimensional plasma crystal was induced in a principally stable monolayer by localized
laser stimulation. Two distinct behaviors of the crystal after laser stimulation were observed depending on the amount
of injected energy: (i) below a well-defined threshold, the laser melted area recrystallized; (ii) above the threshold, it
expanded outwards in a similar fashion to mode-coupling instability-induced melting, rapidly destroying the crystalline
order of the whole complex plasma monolayer. The reported experimental observations are due to the fluid mode-coupling
instability, which can pump energy into the particle monolayer at a rate surpassing the heat transport and damping rates
in the energetic localized melted spot, resulting in its further growth. This behavior exhibits remarkable similarities with
impulsive spot heating in ordinary reactive matter.
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First Direct Measurement of Optical Phonons in 2D Plasma Crystals
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(Received 29 July 2009; published 17 November 2009)

Spectra of phonons with out-of-plane polarization were studied experimentally in a 2D plasma crystal.
The dispersion relation was directly measured for the first time using a novel method of particle imaging.
The out-of-plane mode was proven to have negative optical dispersion at small wave numbers, comparison
with theory showed good agreement. The effect of the plasma wakes on the dispersion relation is briefly

discussed.
DOI: 10.1103/PhysRevLett.103.215001

Complex plasmas consist of particles immersed in a
weakly ionized gas-discharge plasmas [1-3]. Because of
the absorption of ambient electrons and ions, micropar-
ticles acquire significant (negative) charges and can form
strongly coupled systems analogous to conventional soft
matter (complex fluids). Two-dimensional (2D) complex
plasmas are particularly convenient systems for the de-
tailed experimental studies of strongly coupled phenomena
at the atomistic level. The essential advantage of such sys-
tems is that one can gain complete information about the
state of the entire particle ensemble in the phase space,
which is an invaluable advantage for the investigation of
collective processes occurring in strongly coupled media,
such as transport, phase transitions, structural quenching,
etc. [1,2].

2D complex plasmas are usually studied in ground-
based experiments with rf discharges. Microparticles in-
jected in such discharges levitate in the sheath region near
the bottom electrode, where the electric field can balance
gravity. Under certain conditions the particles can form a
monolayer, and if the electrostatic coupling between them
is strong enough, particles arrange themselves into ordered
structures—2D plasma crystals [4]. In such crystals, nu-
merous collective phenomena like melting and recrystalli-
zation, mass and heat diffusion, solitons and shocks [5-10],
etc., have been reported. Propagation of dust-lattice (DL)
waves in 2D lattices is often used as a diagnostic tool to
determine parameters of the plasma crystal [9,11].

In 2D complex plasmas, as in any (strongly coupled) 2D
system, two in-plane wave modes can be sustained (here
we naturally leave aside polydisperse mixtures). In crys-
tals, both modes have an acoustic dispersion, one of them is
longitudinal, another is transverse. Since the strength of the
vertical confinement in such systems is finite, there is a
third fundamental wave mode associated with the out-of-
plane oscillations [12-18]. Theory predicts that this mode
has a negative (or inverse) optical dispersion and depends
critically on the parameters of the plasma wakes (that are
formed downstream from each particle levitating in the
sheath) [14,18,19]. So far, the systematic experimental
studies of the DL waves were limited to the in-plane
modes, whereas direct measurements of the out-of-plane
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dispersion relation have never been carried out (see, how-
ever, Refs. [13,20]). To a large extent, this is due to the lack
of reliable diagnostics of the vertical dynamics of individ-
ual particles.

In this Letter, we report on the first direct measurements
of the out-of-plane DL wave mode in a 2D plasma crystal.
The dispersion relation is recovered in a broad range of
wave vectors, revealing remarkably good agreement with
the existing theory. The measurements were performed by
employing a new detection technique of the vertical (out-
of-plane) particle displacement. The obtained results pro-
vide us with new insights into the mechanisms governing
the individual particle dynamics in 2D complex plasmas
(for example, role of the plasma wakes, influence of charge
variation) and allow us to specify the conditions when such
systems can be used to investigate generic properties of
(classical) 2D solids and liquids.

A sketch of the experimental setup is shown in Fig. 1.
We used a capacitively coupled rf glow discharge at
13.56 MHz. The argon pressure p was between 0.5 and
1 Pa and the rf peak-to-peak voltage V,,, was between 175
and 310 V (which corresponds to a forward rf power P
between 5 and 20 W). The self-bias voltage V4. was
between —60 and —130 V. The plasma parameters in the
bulk discharge were deduced from Langmuir probe mea-
surements, yielding the electron temperature 7, = 2.5 eV
and the electron density n, =2 X 10° em™ at p =
0.66 Pa and P =20 W [21]. A 2D particle suspension
was formed by levitating melamine formaldehyde micro-
spheres in the sheath above the rf electrode. The particles
had a diameter of 8.77 = 0.14 um and a mass m = 5.3 X
1013 kg. The diameter of the obtained crystalline struc-
ture was about 50-60 mm, depending on the number of
injected particles. The microparticles were illuminated by
a horizontal laser sheet which had a Gaussian profile in the
vertical direction with a standard deviation o =75 um
(corresponding to a full width at half maximum of
175 wm). The sheet thickness was approximatively con-
stant across the whole crystal. The particles were imaged
through a window at the top of the chamber by a Photron
FASTCAM 1024 PCI camera at a speed of 250 frames per
second. The horizontal coordinates x and y as well as ve-
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FIG. 1 (color online). Sketch of the experimental setup.
Microparticles are confined above the rf electrode and are
illuminated with a horizontal laser sheet having a Gaussian
profile in the vertical direction. The monolayer is levitated
well below the peak of the laser intensity, which results in strong
intensity variations of the scattered light upon the vertical
displacement of individual particles. The upward (downward)
displacement corresponds to a positive (negative) intensity varia-
tion. Inset shows elementary cell of the hexagonal lattice and the
frame of reference chosen in this Letter, the orientation of the
wave vector k is measured in respect to the x axis.

locity components v, and v, of individual particles were
then extracted with subpixel resolution in each frame by
using a standard particle tracking technique [22]. An addi-
tional side-view camera was used to verify that our experi-
ments were carried out with a single layer of particles.

In order to extract the vertical position z and velocity v,
of individual particles, we needed to employ a very differ-
ent technique. Unlike relatively compact Coulomb clus-
ters, where these values can be directly measured by using
the side view, the particles forming large monolayers can-
not be individually resolved from the side. Therefore, the
out-of-plane tracking can be performed only by using the
top view, and then z and v, should be deduced from the
relative variation of the scattered light intensity.

The “‘conventional” method of particle visualization,
when the peak of the Gaussian intensity in the illuminating
laser sheet practically coincides with the particle levitation
height (this facilitates the in-plane tracking, especially at
higher frame rates), is not appropriate to obtain z and v_.
The reason is twofold: The first problem of such configu-
ration is that the variation in the (particle image) intensity
between consecutive frames gives us only the magnitude of
the vertical displacement (and hence velocity), whereas the
direction remains undefined. Indeed, the intensity of the
individual particle image at each frame is proportional to
the local illumination intensity, which scales as

I(z) * e

where z,,c is the position of the intensity maximum.
Therefore, if the mean levitation height z,., is very close
0 Zyay then the magnitude of the particle displacement
|8z] might be substantially larger than |z, — Zmal-
Obviously, a given variation of the image intensity in this

Zmn)*/20° (1)

case may equally imply either positive or negative dis-
placement [13]. The second problem of the
tional” method is associated with the sensitivity. Since
82 = |Zjey — Zmaxl» the resulting intensity variations scale
as 81/1 = 1(8z/0)*. The magnitude of vertical displace-
ment (induced by thermal fluctuations) can be estimated as
|8z ~ T, /m Q% = 10 wm (here T, is the kinetic tem-
perature of particles and ), = 27f, is the resonance
frequency in their vertical confinement), which is much
smaller than the standard deviation o = 75 wm. Thus, the
relative intensity variations are at the level of ~1%, which
makes them very difficult to detect.

In our experiments we employed an alternative method
of particle visualization. The position of the intensity maxi-
mum was set about 100 xm above the levitation height, so
that |zjey — Zmax|/182] ~ 10. This allowed us to overcome
both drawbacks mentioned above: (i) particles moved in
the region where the vertical gradient of the illumination
intensity remained positive (which allowed us to avoid
ambiguity in determining the direction of the displace-
ment), and (ii) the relative intensity variations scaled al-
most linearly with the displacement, &81/I~ |z, —
Zmax| 82/ 0, so that the resulting magnitude of 81/ was
about 15 times larger than that in the “conventional” track-
ing configuration. Note that this alternative visualization
method does not critically affect the quality of the tracking
in the horizontal xy plane compared to the “‘conventional”
tracking configuration. A separate test has indeed shown
that the pixel locking effect is roughly at the same level and
that the in-plane fluctuation spectra are similar.

By performing the Fourier transform in time and space
of the determined particle velocities, the dispersion rela-
tions f(k) (both in-plane and out-of-plane) can then be
obtained for a 2D crystal.

Frequency (Hz)

Frequency (Hz)
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FIG. 2 (color). Fluctuation spectra of the naturally excited out-
of-plane DL waves in a 2D crystal. The fluctuation amplitude is
color coded linearly, from dark blue (1073 a.u.) to dark red
(1 a.u.), revealing the optical dispersion of the mode. The results
are for a pressure of 0.8 Pa and rf power of 15 W. The upper and
lower panels depict the fluctuation spectra with the wave vector
k pointed along the principal lattice axes, § = 0° and 6 = 30°,
respectively (see Fig. 1). The wave number is normalized by the
inverse lattice constant a~'.
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The resulting fluctuation spectra of the out-of-plane
waves are shown in Fig. 2 for two principal orientations
of the wave vector, at # = 0° and 30°. The spectra repre-
sent the wave energy distribution in the (f, k) space, so that
the “ridge” of this distribution yields the wave dispersion
relation. The most conspicuous feature of the measure-
ments is the optical character of the dispersion relation—
the frequency of the long-wavelength waves is finite.
Moreover, the dispersion at long wavelengths is negative;
i.e., the wave frequency falls off as the wave number
increases. At larger |k|, the wave dispersion is different
for # = 0° and 30°.

Experimental observation of the out-of-plane wave dis-
persion is the main result of our Letter. Figure 2 shows that
the wave frequency as the function of the wave vector k
changes in a narrow interval of 17 Hz < f =< 20 Hz,
which makes resolving the wave dispersion a challenging
task. Our method, however, allowed us to clearly iden-
tify the wave dispersion. Indeed, the frequency resolution
of =~1.5 Hz (defined as the standard deviation of a
Gaussian fit) is smaller than the measured wave frequency
range Af (=3 Hz).

Our method allowed us to measure all three wave modes
of a 2D plasma crystal in a single experimental run. In
Fig. 3 we show the fluctuation spectra of out-of-plane and
in-plane wave modes obtained from the same experiment
as in Fig. 2, for two principal lattice orientations, 6 = 0°
and 30°. Only the first Brillouin zone is shown here. Lines
represent theoretical dispersion relations which depend on
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FIG. 3 (color online). Comparison of the experimentally mea-
sured DL dispersion relations with theory. Shown are the 2D in-
plane and out-of-plane dispersion relations deduced from the
experiments (at rf power of 15 W and pressure of 0.8 Pa) and the
theoretical curves. The results are presented for two directions of
the wave vector k (for § = 0° and 6 = 30°, see Fig. 1). The
dashed lines are theoretical dispersion relations for pure Yukawa
interaction between particles (with the same parameters as in the
experiment, see Table I), the solid lines represent the case when
the interaction with plasma wakes is taken into account. The
shown range of |k| is limited by the first Brillouin zone and
therefore depends on the direction: |k|a = %7 for 6 = 0° and
|k|la = H7 for @ = 30°. The wave number is normalized by the
inverse lattice constant a~'.

two parameters—particle charge number Z, and the lattice
screening parameter k = a/A, where a is the interparticle
distance (lattice constant) and A the effective screening
length. The theoretical dispersion relations were calculated
using the following procedure. First, the lattice parameters
were deduced from the low-|k| part of in-plane fluctuation
spectra using the method of Ref. [6]. The obtained values
of Z, and « are shown in Table I for four different experi-
ments. Second, these values were used in the theory of
Ref. [18] to calculate the whole dispersion curves (the
dashed and solid curves will be discussed later).

As can be seen in Fig. 3, all three branches of the
experimental wave spectra can be simultaneously fitted
by theoretical curves calculated with the same set of pa-
rameters. This provides a useful consistency check for our
experimental method and also for theory. Good overall
agreement of our measurements and the theory of
Ref. [18] serves as a verification that our method correctly
measures the out-of-plane motion of particles and also as
an indication that the theory of Ref. [18] correctly captures
the essential physics of 2D plasma crystals.

The out-of-plane wave mode can also be useful for
diagnostic purpose. The lattice parameters Z,; and « are
usually determined by fitting in-plane dispersion relations
[6]. Another approach is to measure the propagation speed
of externally excited pulses [11]. But under certain con-
ditions (e.g., near the melting line) it is not practical and
one must rely on natural waves; in this case, in-plane
fluctuation spectra can be very noisy. Therefore, the addi-
tional fitting of the out-of-plane dispersion relation pro-
vides an important complementary tool to check
consistency of the measurements. As an example, in
Table I we compare the experimental frequency range for
the out-of-plane mode A f.y, to the theoretically calculated
one Afy, [18]. One can see that experimental and theoreti-
cal values agree well in most cases (except of experiment
III that we discuss later), which is a strong indication that
the crystal parameters were measured properly.

Next, we discuss how the out-of-plane waves are af-
fected by the size of the plasma crystal. Theory
[14,15,18,20] suggests that the frequency of the out-of-
plane mode varies between f, and f, — Af, in a narrow
frequency range Af. It scales with the lattice constant as
Afy < Q3 ca3, where Q3 = e?Z%/mya® is the
(squared) frequency scale of DL waves (it is assumed
that 27 f, > Qp; ). The exact factor that determines the
magnitude of A fy, has a relatively weak dependence on k
(which, in turn, only varies within 30% in our experiments)
and can be obtained from the rigorous theory for a 2D
crystal [18]. Thus, for bigger crystals where the lattice
constant a is smaller (experiments I, II, and IV in
Table 1), the phonon frequency range Af is larger, which
makes it easier to resolve in an experiment. In addition, in
big crystals the central part that is used for data analysis is
fairly homogeneous. In contrast, for small crystals (experi-
ment III in Table I) the situation is the opposite. The
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TABLE 1. Parameters of a 2D crystal extracted from different experiments (marked from I to IV). The lattice constant a is obtained
from the position of the first peak of the pair correlation function. Parameters Z, and k = a/A are deduced from the in-plane phonon
spectra with accuracy =~15% and ~30%, respectively. The accuracy for the measured vertical resonance frequency f, is =8%. The
frequency range Af is the difference between f, and the minimum frequency of the out-of-plane mode at 6 = 0° (see Fig. 1).
Subscripts “exp™ and “th” stand for “‘experimental” and “‘theoretical,” respectively, A fy, is calculated using the theory of Ref. [18].

P W) P (Pa) a (pm) 1Z4l (e) K fv (Hz) Afexp (H2) Afw H2)
1 20 0.8 525 14000 13 233 27 1.9
il 15 0.8 514 14200 1.0 205 29 31
il 5 0.8 1060 14600 13 183 0.6 04
v 5 0.9 600 18000 1.0 163 37 39

frequency range Af « a~* is small and the fluctuation
spectrum is broadened due to the significant variation of
a within the analysis area. This clearly results in greater
discrepancy between experiment III and theory, up to 50%.
Thus, the out-of-plane wave mode can be better studied
using bigger crystals.

It is worth mentioning that theory [14,18,20] predicts
that both the out-of-plane and in-plane modes are affected
by the presence of plasma wakes. If we introduce the
effective positive charge ¢ accumulated in the wake (nor-
malized by the absolute value of particle charge), then the
frequency of the in-plane modes is diminished by a factor
JT = ¢, whereas the frequency range of the out-of-plane
mode, Af, is proportional to (1 — g). Figure 3 illustrates
this effect: The dashed curves are calculated for a crystal
with a pure Yukawa interaction between particles, whereas
the solid curves are for the case when the additional
particle-wake interactions are taken into account (with ¢ =
0.2) [14,18,20]. This “wake correction” apparently im-
proves agreement with the experiments. However, charge
variation in the sheath field is also an important effect
(opposite to the effect of wake) that can lead to a decrease
of the characteristic frequency of optical phonons [23,24].
Because of the limited resolution of the experiments, this
effect cannot be excluded.

Direct observations of the atomistic dynamics in “regu-
lar” 2D or quasi-2D systems (such as carbon nanotubes
[25] and graphite [26]) are inhibited, and therefore ex-
perimental measurements of phonon spectra in such sys-
tems rely on indirect methods, e.g., Raman scattering
technique [26,27]. Natural model systems, such as crystal-
line complex plasmas, provide us with a unique opportu-
nity to study generic properties of wave modes sustained in
classical strongly coupled ensembles, explore limits of
small “nano”clusters, investigate peculiarities of the atom-
istic dynamics upon nonlinear mode coupling, etc. As
compared to previously reported investigations of wave
modes in 2D plasma crystals, the results presented in this
Letter show a substantial improvement of the particle
imaging technique. It allowed us for the first time to
directly observe the optical phonon spectrum which has
been predicted a long time ago. In the future, this develop-
ment will enable much better discrimination of various

subtle mechanisms affecting wave modes in 2D crystalline
systems.

The authors thank U. Konopka, B. Klumov, and
D. Samsonov for valuable discussions.
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Dedicated experiments on melting of two-dimensional plasma crystals were carried out. The melting
was always accompanied by spontaneous growth of the particle kinetic energy, suggesting a universal
plasma-driven mechanism underlying the process. By measuring three principal dust-lattice wave modes

Itaneously, it is unambi

ously demonstrated that the melting occurs due to the resonance coupling

between two of the dust-lattice modes. The variation of the wave modes with the experimental conditions,
including the emergence of the resonant (hybrid) branch, reveals exceptionally good agreement with the

theory of mode-coupling instability.

DOI: 10.1103/PhysRevLett.104.195001

Strongly coupled complex (dusty) plasmas play an im-
portant role in the existing hierarchy of soft matter states
[1]. Along with complex fluids and granular media as
prominent examples of “regular” soft matter, complex
plasmas represent natural model systems which enable
remarkably broad interdisciplinary research. The charac-
teristic length and time scales in such systems are dramati-
cally stretched (e.g., in complex plasmas—to hundreds
of microns and tens of milliseconds, respectively).
Therefore, numerous generic processes occurring in clas-
sical fluids or solids can be studied in greatest detail,
at the most fundamental “atomistic” level [1-3].
Especially important here are two-dimensional (2D) sys-
tems, where the complete information about all particles
can be obtained at each moment of time. The current
experimental capabilities make 2D complex plasmas ideal
for comprehensive experimental studies of the atomistic
dynamics [1,2,4,5].

The investigation of atomistic processes that trigger the
melting and crystallization is of particular interest. It is
well known that the mechanisms resulting in the destruc-
tion of the long-range crystalline order in 2D systems can
be very different from those operating in 3D crystals: The
classical Kosterlitz-Thouless-Halperin-Nelson-Young
(KTHNY) theory of 2D melting [6] predicts two consecu-
tive phase transitions (with an intermediate, so called
hexatic phase in between). The alternative theory [7] re-
lates 2D melting with the formation of dislocation chains
(““grain boundaries”) percolating the system. These are
generic melting mechanisms which can operate in very
different strongly coupled systems [8—12].

When studying generic classical phenomena occurring
in regular liquids and solids, the relevance of a model
system (be it colloidal suspensions, granular media, or
complex plasmas) becomes crucial. Of course, careful
analysis is required in the context of a given phenomenon
(or, class of phenomena), but one can certainly identify
essential common principles. In particular, the applicabil-
ity of the Hamiltonian approach for the analysis of atom-
istic dynamics (for instance, to investigate kinetics of
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phase transitions) is one of these basic principles. This
implies that non-Hamiltonian (nonconservative) behavior
peculiar to model systems should play a minor role at the
relevant time scales [13].

Non-Hamiltonian behavior of particle ensembles is
often a manifestation of asymmetry, or nonreciprocity, in
the interparticle interactions. Such asymmetry can be con-
sidered as a result of the system openness: In the presence
of a strong flow of the ambient plasma, the screening cloud
around each charged particle becomes highly asymmetric.
These clouds, which are usually referred to as “plasma
wakes” [14,15], play the role of an (external) *“third body™
in the interparticle interaction and hence make it nonreci-
procal [16,17]. One should point out that such nonreci-
procity is quite universal and can be very important for the
hydrodynamic interactions of colloids [18] or droplets in
conventional fluid flows [19].

The nonreciprocity of pair interaction in complex plas-
mas provides a very efficient mechanism of converting the
energy of the flowing ions into the kinetic energy of micro-
particles [1,2,20]. In particular, dust-lattice (DL) wave
modes [2,21,22] can contribute to that. The kinetic energy
can grow due to resonant particle-wake interactions when
different oscillation modes of interacting particles are
properly synchronized: Ivlev and Morfill [23] suggested
that the resonance between DL wave modes in a 2D plasma
crystal can trigger the mode-coupling instability which, in
turn, can cause the crystal melting. By comparing the
melting experiments with the molecular dynamic simula-
tions, this hypothesis has received strong confirmation
[24]. However, the direct proof that the crystalline mono-
layers can indeed melt due to the mode-coupling instability
(and even that the instability itself can be observed in
experiments) was still outstanding. One should point out
that the other known plasma-related scenarios of 2D crystal
melting either require the presence of localized defects—
single particles (or even sublayers) above or below the
monolayer [25]—or are associated with the charge fluctu-
ations and can only operate at very low pressures (well
below 1 Pa) [26,27].

© 2010 The American Physical Society
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In this Letter we report on dedicated experimental in-
vestigation of 2D plasma crystal melting. We explored a
fairly broad range of experimental parameters chosen well
inside the crystalline regime predicted by the generic
(KTHNY or grain-boundary) melting scenarios [12]. The
melting was always accompanied by a spontaneous growth
of the microparticle kinetic energy, which clearly suggests
a universal plasma-driven mechanism underlying the pro-
cess. By implementing simultaneous measurements of the
dispersion relations for three principal DL wave modes, we
unambiguously demonstrated that the melting occurred
according to the mechanism predicted by Ivlev and
Morfill [23]. The variation of the DL modes with the
experimental conditions, including the emergence of the
resonant (hybrid) mode, revealed exceptionally good
agreement with the theoretical predictions of the mode-
coupling instability.

The melting was systematically investigated in experi-
ments performed with a (modified) Gaseous Electronics
Conference (GEC) chamber, in a capacitively coupled rf
glow discharge at 13.56 MHz (see Fig. 1). The argon
pressure was between 0.4 Pa and 1 Pa and the forward rf
power was between 5 W and 20 W (which corresponded to
rf peak-to-peak voltage between 175 and 310 V). A hori-
zontal monolayer was formed by levitating melamine-
formaldehyde particles in the plasma sheath above the
lower rf electrode. We used particles of two different sizes,
8.77 £0.14 um and 9.19 = 0.09 um diameter. A high
quality of the monolayer (with no detected particles above
or below) was ensured by using a side-view camera. The
diameter of the obtained crystalline structure was up to
=60 mm, depending on the number of injected particles
(we explored a range from 1000 to 15 000).

One of two different discharge parameters was used as
the control parameter for the melting: Either we gradually
decreased the rf power at a constant gas pressure (which
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FIG. 1 (color online). Sketch of the experimental setup.
Microparticles are confined above the rf electrode and are
illuminated with a horizontal laser sheet having a Gaussian
profile in the vertical direction (with a standard deviation o =
75 wm). The monolayer is levitated well below the peak of the
laser intensity, which results in strong intensity variations of the
scattered light upon the vertical displacement of individual
particles. The upward (downward) displacement corresponds
to positive (negative) intensity variation. Microparticles are
recorded from the top at a speed of 250 frames per second.

lowers the resonance frequency of the vertical confinement
[ see Ref. [28]) or we decreased the pressure at a constant
rf power (which naturally lowers neutral gas friction, but
also makes the radial confinement stronger and hence the
interparticle distance a smaller) [29]. In either case, the
melting developed in the same way, as illustrated in Fig. 2
(see also supplemental movie S1 [30]): Upon decrease of
the control parameter below a certain threshold the insta-
bility was triggered in the central part of the crystal (i.e.,
where the particle density was the highest) and then ex-
panded outwards. The instability always set in simulta-
neously in the horizontal and vertical directions. At the
initial stage it was accompanied by an exponential growth
of the particle kinetic energy, eventually resulting in the
total disruption of the crystal in the unstable zone. Upon
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FIG. 2 (color online). Example of the instability onset in a 2D
plasma crystal. The shown experiment is performed at a rf power
of 20 W with particles of 8.77 um diameter. The pressure of
argon was ramped down in steps of 0.02 Pa (every =300 s), and
the instability was triggered at 0.90 Pa. The particle trajectories
(superposition of consecutive video frames during 0.04 s) are
plotted about 50 s after the critical pressure decrease: (a) side
view; (b) top view. The profile of the particle density in the
monolayer (c) was measured before the instability onset [aver-
aged across the 5 mm stripe marked in (b) by two horizontal
dashed lines]. In the upper left corner the elementary cell of the
hexagonal lattice is depicted with the frame of reference chosen
in this Letter; due to the lattice symmetry we consider the wave
vector k at 0° = 6§ = 30°.
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increase of the control parameter back above the threshold
(usually, with a hysteresis), the system always recrystal-
lized. It is noteworthy that if the rf power was sufficiently
high and/or the particle density in the monolayer was low
enough, the crystal remained stable at practically any
pressure (e.g., at a rf power of 20 W, particle density of
160 cm ™2, and argon pressure down to p = 0.4 Pa—the
lowest pressure technically achievable with our setup).

The observed behavior fully agrees with the qualitative
picture predicted by the theory of mode-coupling instabil-
ity [23,24]: It can only set in when the out-of-plane and in-
plane wave modes intersect, which is only possible when
fo is sufficiently low or/and the particle density in the
monolayer («a~2) is high enough. The intersection should
be accompanied by the simultaneous excitation of the
vertical and horizontal oscillations. On the other hand,
the instability should be suppressed by sufficiently high
gas friction, i.e., by increasing the gas pressure.

The chief result of our Letter is the ultimate proof that
the observed melting is indeed triggered by the mode-
coupling instability. The unique fingerprint characterizing
the instability [23,24] is the crossing of the longitudinal in-
plane and transverse out-of-plane DL branches, which
results in the (wake-induced) resonance coupling between
them and the emergence of an unstable hybrid mode op-
erating in a certain proximity of the crossing. This was
directly proved by measuring the dispersion relations of all
three principal DL modes. For this purpose, we used the
technique by Nunomura et al. [31] of reconstructing the in-
plane dispersion relations from thermal fluctuations of
particle velocities in the horizontal plane. In addition, we
implemented a novel method of particle imaging [22]
which allowed us to measure simultaneously the vertical
fluctuations and hence to retrieve also the out-of-plane
mode. The essential advantage of this technique is that it
does not involve any intermediate (model) assumptions
about the interparticle interactions, and therefore yields
“true” dispersion relations (or ‘‘fluctuation spectra”)
which can be obtained for arbitrary experimental condi-
tions (that just allow the individual particle tracking).

We plotted the fluctuation spectra for the out-of-plane
mode [Figs. 3(a) and 3(b)] separately from those for the in-
plane modes [Figs. 3(c) and 3(d)], because the imaging
method implemented for the simultaneous tracking of the
vertical and horizontal fluctuations yields different back-
ground intensities [22]. As regards the theoretical curves,
in each panel we plotted all principle modes that belong to
the frequency range shown.

Figure 3 summarizes results of our analysis. In the stable
regime (left column) the wave modes are well separated
and the fluctuation intensity is evenly distributed over the
branches. In contrast, the unstable regime (right column) is
characterized by the apparent intersection between the out-
of-plane and (one of the) in-plane branches. The intersec-
tion occurs in the vicinity of the first Brillouin zone bound-
ary, resulting in the anomalous energy release (dark-red
“hot spots™).

/z)
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FIG. 3 (color). Evolution of the DL dispersion relations near
the instability onset. The dispersion relations (*“fluctuation spec-
tra”) were measured in the experiment performed at argon
pressure of 0.76 Pa with particles of 9.19 um diameter, at a rf
power of 7 W (left column, stable regime) and 5 W (right
column, the instability onset). The logarithmic color coding is
used for the “fluctuation intensity” Ae/AkAf (energy density,
for unit mass, per unit wave number and frequency): Yellow
ridges represent stable wave modes, and the dark-red ‘“hot
spots” are the unstable hybrid mode; (a) and (b) show the
measured out-of-plane mode, and (c) and (d) depict the pair of
in-plane modes. The solid lines in both panels are theoretical
results [32] (see text for details). The wave number & is normal-
ized by the inverse interparticle distance a~' (determined from
the first peak of the pair correlation function; the uncertainty of a
was = 4% due to density variations—see, e.g., Fig. 2(c)). The
shown range of k corresponds to the first two Brillouin zones at
6 = 30° (branches are symmetric with respect to the border
between the two zones). Below the fluctuation spectra the
magnified hybrid mode in the unstable regime (marked by a
rectangular box) is shown. (e) and (f) illustrate the distribution of
the “fluctuation energy” Ae/Ak at fixed frequency: In the stable
case the frequency (=12.5 Hz) is chosen in the middle between
the longitudinal in-plane branch and the out-of-plane branch
(measured at the border between the Brillouin zones); for the
instability onset the frequency (=11 Hz) corresponds to the
hybrid mode.

The qualitative effects and features of the mode-
coupling instability mentioned above were originally pre-
dicted by the theory for a 1D string [23,24], and they all
remain unaltered also in the 2D case. For rigorous quanti-
tative comparison with the experiments we employed the
theoretical results for 2D crystals obtained recently by
Zhdanov et al. [32]. The theoretical branches are shown
in Fig. 3 by solid lines: The upper curve represents the
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optical out-of-plane mode, and the middle and lower
curves are for the pair of acoustic in-plane modes (longi-
tudinal and transverse, respectively). These curves were
calculated for the normalized dipole moment of the wake
q & (see Ref. [32]) equal to 0.1. We assumed the Yukawa
interparticle interaction, with the parameters (viz., the
particle charge and the effective screening length) deduced
from the low-k part of in-plane fluctuation spectra (using
the method of Ref. [31]).

Figure 3 shows that the theory yields excellent agree-
ment with the experiment, both for the stable and unstable
regimes. Especially important is that in the unstable regime
(right column) the predicted unstable hybrid mode per-

[4]

[51
(6]

171
(8]
[91

fectly coincides with the locations of “hot spots™ in the (o]
measured fluctuation spectra. Even subtle effects, such as (11
the splitting of “hot spots” at the border between the Hg}
Brillouin zones, are very well resolved [see distribution
of the fluctuation energy in Figs. 3(e) and 3(f), and also the
magnified hybrid mode] [33].

The fluctuation spectra shown in Fig. 3 were plotted for
the wave vector k at § = 30° (see Fig. 2), because the [14]
theory predicts this orientation to be the most unstable [see
Fig. (4) of Ref. [32]]. In order to further highlight excellent [15]
comprehensive agreement between experiments and the-
ory, we plotted additional spectra for different angles (see (16l
supplemental figure S2 [30]). They clearly show that at
6 = 30° the fluctuation intensity of the ‘“‘hot spots” is (17
indeed the highest.

Note that rapid energy growth after the instability onset

results in various nonlinear phenomena which can be easily (18]
identified in the right column of Fig. 3. The most prominent [19]
effects are the energy cascades from the “hot spots™ along
the k axis [bright red-yellow stripe in Figs. 3(b) and 3(d), [20]
see also the energy profile in Fig. 3(f)], and the generation [21]
of secondary harmonics at the double frequency of the hy-
brid mode [yellow bands at =22 Hz in Figs. 3(b) and 3(d)]. [22]
In conclusion, one should point out that any instability [23]
operating in 2D plasma crystals and associated with col-
lective processes [34] should be accompanied by anoma- (24]
P . [25]
lies in the fluctuation spectra. Therefore, the method of [26]
simultaneous measurement of all three principal DL modes 27]
promises to be very fruitful for further investigation of the 28]
melting scenarios. Especially important would be a sys- [29]
tematic search for other possible resonant processes that
can extend or alter the mechanism reported in this Letter.
[30]
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In this article, the stability of a complex plasma monolayer levitating in the sheath of the powered electrode of
an asymmetric capacitively coupled radio-frequency argon discharge is studied. Compared to earlier studies, a
better integration of the experimental results and theory is achieved by operating with actual experimental control
parameters such as the gas pressure and the discharge power. It is shown that for a given microparticle monolayer
at a fixed discharge power there exist two threshold pressures: (i) above a specific pressure peys, the monolayer
always crystallizes; (ii) below a specific pressure pycr, the crystalline monolayer undergoes the mode-coupling
instability and the two-dimensional complex plasma crystal melts. In between pycr and perysi, the microparticle
monolayer can be either in the fluid phase or the crystal phase: when increasing the pressure from below pycr,
the monolayer remains in the fluid phase until it reaches pery at which it recrystallizes; when decreasing the
pressure from above peryy, the monolayer remains in the crystalline phase until it reaches pyci at which the
mode-coupling instability is triggered and the crystal melts. A simple self-consistent sheath model is used to
calculate the rf sheath profile, the microparticle charges, and the microparticle resonance frequency as a function
of power and background argon pressure. Combined with calculation of the lattice modes the main trends of
pua as a function of power and background argon pressure are recovered. The threshold of the mode-coupling
instability in the crystalline phase is dominated by the crossing of the longitudinal in-plane lattice mode and the
out-of plane lattice mode induced by the change of the sheath profile. Ion wakes are shown to have a significant

effect too.

DOTI: 10.1103/PhysRevE.105.015210

L INTRODUCTION

Two-dimensional (2D) complex plasma crystals are com-
posed of negatively charged monosized spherical microparti-
cles levitating in the sheath above a confining electrode [1].
Complex plasma crystals are generally studied in asymmetric
capacitively coupled radio-frequency (cc-rf) argon discharges
in which the injected monolayer of microparticles levitates
in the sheath above the powered electrode and crystallizes
under specific discharge conditions [2-9]. Since micropar-
ticles can easily be imaged thanks to laser light scattering
and the use of fast cameras, microparticle trajectories can be
recovered and one can obtain information about the crystal
at the kinetic “particle” level. Thus, complex plasma crystals
often serve as model systems to study generic phenomena
such as wave propagation [5,10], shocks [11,12], and phase
transitions [13-16].

However, due to the very nature of the complex plasma
monolayer, complex plasma specific phenomena can occur.
Because of the ion flow coming from the bulk plasma and
directed toward the electrode, ion wakes are formed down-
stream of each microparticle [4,17-21]. The ion wakes exert
attractive force on the neighboring particles making the
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microparticle-microparticle interactions nonreciprocal. Under
specific conditions, these nonreciprocal interactions can trig-
ger the mode-coupling instability (MCI) [9,22-26] in which
energy from the flowing ions is transferred to the microparti-
cles and can heat up the microparticle suspension. Indeed, in
2D complex plasma crystals, three wave modes can be sus-
tained: longitudinal and transverse in-plane acoustic modes
and, due to the finite strength of the vertical confinement,
an out-of-plane optical mode (associated with vertical oscil-
lations [7,22,24,27,28]). Due to wake attraction, when the
longitudinal in-plane mode and the out-of-plane mode cross,
an unstable hybrid mode is formed (the typical fingerprints
being a hot spot in reciprocal space at the edge of the first
Brillouin zone, angular dependence, and mixed polarization
[24,25]), which can trigger MCI if the instability growth
rate is larger than the damping rate due to friction with the
neutral background [24]. MCI is observed in both crystalline
[9,24,25] and fluid monolayers [26,29]. In the first case, MCI
can result in rapid melting of the monolayer if its growth rate
is high enough. In the latter case, MCI can prevent crystalliza-
tion of the monolayer by pumping more kinetic energy into
the microparticles than the energy dissipated through friction
with the neutral gas background [29-31]. Since for given dis-
charge parameters (rf power, neutral gas pressure, geometry)
and fixed monolayer parameters (number density and size of
the microparticles) the growth rate in a fluid monolayer is
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higher than in a crystalline monolayer [26], it allows external
triggering of the MCI [32] and prevents recrystallization of
a melted monolayer without strongly altering the discharge
parameters [29,32].

It was shown experimentally that MCI is triggered at spe-
cific pressure and rf power thresholds [9,25]. MCI is very
sensitive to the magnitude of the effective wake dipole mo-
ment since the shape of the dispersion relations critically
depends on it [33]. MCI threshold and growth rate also
strongly depend on the depth of the mode crossing [33],
which is a function of the ion-wake parameters and vertical
confinement frequency. Both the ion wake and the vertical
confinement frequency depend on the parameters of the rf
sheath in which the microparticles are levitating such as the
strength of the confining sheath electric field and the local ion
and electron densities. Therefore, in order to understand the
dynamics of the microparticle monolayer, it is very important
to be able to relate the discharge parameters (background
argon pressure, 1f power) to the sheath parameters (electric
field profile, ion flux profile, ion and electron density profiles).
Modeling the rf sheath in a cc-rf discharge is however not
trivial and accurate calculation of the rf sheath profile has been
a subject of active research for the past three decades; see for
example Refs. [34—43].

In this article, the stability of 2D complex plasma mono-
layers levitating in the sheath above the powered electrode
of a cc-rf discharge is experimentally studied. In Sec. II, the
experimental setup is described. In Sec. III, the experimental
characterization of the cc-rf discharge (electron density and
powered electrode self-bias) as a function of the background
argon pressure and the forward rf power is presented. In
Sec. IV, a study of the stability (crystal or fluid) of specific
microparticle monolayers as a function of rf power is per-
formed. It allows us to measure the MCI pressure threshold
and the crystallization pressure threshold over a wide range of
rf powers. In Sec. V, a simple self-consistent sheath model
is described and used to calculate the sheath profile and
microparticle charge, and vertical resonance frequency as a
function of discharge parameters. In Sec. VI, the results of
Sec. V are used to calculate the lattice modes of 2D complex
plasma crystal with and without ion wakes. The influence
of the interparticle distance and wake parameters are inves-
tigated. The calculated results are compared to experimental
results. In Sec. VII, the main results are summarized and
future investigations are discussed.

II. EXPERIMENTAL SETUP

The experiments were performed in a modified gaseous
electronic conference rf cell (GEC). It is an asymmetric cc-rf
discharge at 13.56 MHz. A sketch of the setup is shown in
Fig. 1. Experiments were performed with an argon pressure,
PAar, between 0.5 and 2 Pa. The forward rf power, Py, was
set between 5 and 25 W. Langmuir probe studies using the
same setup have shown that the electron temperature is 7, ~
2.5 eV and that the electron density is 1, ~ 2 x 10° cm™ at
par = 0.66 Paand Py = 20 W [44]. A Miwitron Ka-band mi-
crowave interferometer MWI 2650 working at 26.5 GHz was
used to measure the electron density, 7., in pristine plasma

Photu

Microwave Microwave
interferometer

(receptor)

FIG. 1. Schematic of the experimental setup. Note that the mi-
crowave interferometer was used only for measurements in pristine
plasmas (i.e., no microparticles).

condition (without injected microparticles) for different pa,
and Py. The interferometer had a resolution of ~10% cm—>.

Melamine-formaldehyde (MF) spherical microparticles
with a diameter of 9.1940.09 um were injected in the
plasma. They levitated in the sheath above the lower rf
electrode where the electric force balanced their weight and
formed a highly ordered horizontal monolayer. The micropar-
ticle monolayer was illuminated by a horizontal laser sheet
and the microparticles were imaged through the top chamber
window by using a 4 megapixel Photron FASTCAM Mini
WX100 camera at a speed of 250 frames per second. Particle
tracking allowed us to recover the particle horizontal coordi-
nates, x and y, with subpixel resolution in each frame, and the
velocities, v, and v,, were then calculated [8]. An additional
side-view camera (Basler Ace ACA640-100GM) was used to
check that no particles were levitating above or under the main
monolayer. More details can be found in previous publications
[9.44-46].

III. CHARACTERIZATION OF THE CC-RF DISCHARGE

Electron density measurements have been taken with
the microwave interferometer for different pressure between
0.66 Pa and 6.0 Pa and for rf power between 1 W and 20 W.
The results are are shown in Fig. 2. The density reported at
par = 0.66 Paand Py = 20 W is n, ~ 2.5 x 10° cm ™ which
is in agreement with previous Langmuir probe measurements
[44]. As expected, n, increases with forward rf power and
pressure [41,47]. The measured values of bulk plasma density
are used as input parameters for sheath profile calculations in
Sec. VC.

The absolute value of self-bias voltage on the powered
electrode, |Vy|, has also been measured for a few relevant
experimental discharge conditions. The results are shown in
Fig. 3 (dots). As can be seen, |Vy| is not very sensitive to
pressure. It has approximately a square-root dependence on
the forward rf power.

It is known that the self-bias voltage is related to the
ratio of the areas of the powered surface to the grounded
surface interacting with the plasma At /A, [47,48]. The ratio
of the self-bias voltage V. to the amplitude of the rf voltage

015210-2




STABILITY OF TWO-DIMENSIONAL COMPLEX PLASMA ...

PHYSICAL REVIEW E 105, 015210 (2022)

10
£ par=066 Pa §
par=1.00 Pa
8 § par=3.00 Pa ¢
§ par=6.00 Pal
‘ R

ne (10%cm™3)
~

0 5 10 15 20
Py (W)

FIG. 2. Electron density, n,, as a function of rf power, Py, for
different pressures.

Vo = Vpp/2 is in first approximation given by [49,50]

Y _ in F(L_A'f)], )

Vo 2 \Ag+ Ay
where V;,, is the peak-to-peak rf voltage. It was experimentally
measured that in a modified GEC cell similar to the one that
was used for the current set of experiments, Ay/A, ~ 0.25
[50]. Using the fit of V. as a function of Py and Eq. (1),
Vpp was calculated and the result is shown by the dotted red
line in Fig. 3. The results match reasonably well with two
measured values of Vj, at 15 W and 20 W for p = 0.66 Pa
(blue squares). The calculated values of Vy. and V,;, are used
as input parameters to calculate sheath profiles in Sec. V C.

IV. STABILITY OF COMPLEX PLASMA MONOLAYERS

A large monolayer suspension was created by injecting
monosized melamine formaldehyde microparticles (diameter
9.19£0.09 pum). The monolayer was kept for the 2 sets

400
1300
=
YTyl R
@ par=0.66Pa
® PAr=0.72Pa
100
¢
0 0
0 5 10 15 20
Py (W)

FIG. 3. (o) Self-bias voltage |V.| as a function of rf power, Py,
for different working pressures (color coded). (0J) Peak-to-peak rf
voltage, V;p, as a function of rf power, Py. at ps, = 0.66 Pa. The
dashed black line is the fit [Vg.| = 27 x P3°'. The dotted red line is
Vpp calculated from Eq. (1).
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FIG. 4. Crystallization pressure, peys (blue dots), and MCI
threshold pressure, pycr (red diamonds), for different rf powers, Py:
(a) experiment I, (b) experiment II. Above the crystallization pressure
the monolayer is always in the crystalline state (green areas). Below
the MCI threshold pressure, the monolayer is always in the fluid
state. In between, the monolayer remains in the crystalline phase
when decreasing the pressure from above the crystallization thresh-
old and remains fluid when increasing the pressure from below the
MCI threshold.

of experiments (referred to as experiment I and experiment
1I) separated by ~1 hour. According to Ref. [51], the MF
microparticles are etched at a rate of ~1.25 nm/min in an
argon discharge meaning that the microparticle diameter for
the second set of experiments was ~9 pm.

The crystallization and melting pressures of the mono-
layer were explored for different rf powers. At a given rf
power, starting from a fluid monolayer, the argon pressure
was gradually increased until the monolayer was fully crys-
tallized (pressure step of ~0.6 mTorr) and the crystallization
pressure was recorded. Note that during the pressure increase
period, the monolayer remained in the fluid phase [52]. The
dynamics of the microparticles at the crystallization threshold
was not investigated in details and the crystallization event
was identified with the naked eye (see Appendix A). Then the
pressure was very slowly decreased until MCI was triggered
in the crystal (pressure step of ~0.6 mTorr when close to the
crystallization threshold gradually reduced to ~0.06 mTorr
(at best) when getting closer to MCI threshold) resulting in
the rapid melting of the monolayer in a pattern similar to
the results reported in Refs. [29-32,53,54]. Note that during
the pressure decrease period, the monolayer remained in the
crystalline phase until MCI was triggered. The rf power was
then decreased and the procedure was repeated.

The results for the two sets of experiments are shown in
Fig. 4. As can be seen, in both cases, the higher the power
the lower the crystallization and melting pressures. Moreover,
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the gap Ap = perys — pmcr, in which the monolayer remains
in the crystalline phase when decreasing the pressure from
above the crystallization threshold and remains fluid when in-
creasing the pressure from below the MCI melting threshold,
increases when increasing the rf power.

During the decreasing pressure phase, the crystalline
monolayer was imaged [55] with the high-speed Photron
camera in order to track the particle trajectories, measure the
crystalline monolayer kinetic temperature Ty by fitting the
microparticle velocity distribution function by a Maxwellian
distribution function, and recover the longitudinal and trans-
verse current fluctuation spectra following the procedure
described in Refs. [53,56,57]. To extract the longitudinal and
transverse dispersion relations wp (k) = 27 fi (k) where
(k) is the frequency of the lattice modes with wave num-
ber k, the current fluctuation spectra Ji t(k, f) were fitted to
a double-Lorentzian form [58,59]:

Ak
(@ — wL1)* + A(k)
A(k)
(@+ o) +AK)’

Jurk, w) o

2)

with A(k) a constant proportional to the damping rate of the
mode. The indices L and T are for longitudinal and trans-
verse, respectively. In Fig. 5(a), the fit of the current spectrum
for a normalized wave number kA = 1.3, where A is the
interparticle distance, is shown, and the entire experimental
longitudinal dispersion relation is shown in Fig. 5(b) for a
wave propagating at an angle of 0° with respect to the camera
field of view. The interparticle distance A was obtained from
the position of the first peak of the pair correlation function
and error bars are the widths of the peaks at half maximum.
Due to high noise level for kA < 0.25, the frequencies of the
mode at these long wavelengths were not measured. Then,
longitudinal and transverse dispersion relations were fitted for
kA < 1.5 by the polynomial of the form wp 1 = Cp rlk| +
by t|k|?, where Cp_ are the longitudinal and transverse sound
speeds and byt are constants taking into account the nonlin-
earity of the dispersion relation for [kA| > 1.

By numerically rotating the frame with respect to the orig-
inal camera field of view and repeating the procedure, wave
propagation could be studied at different angles. Ci, v were
obtained every 5° [see Fig. 5(c)] and the average values of the
sound speeds were calculated for different crystal conditions.
Note that the camera field of view contained many crystallites
with different orientations. This is not an issue since sound
speeds are quasi-independent of the direction of propagation
in the crystal [60,61]. Assuming screened Coulomb interac-
tions and following the method of Ref. [6], these values were
then used to extract the microparticle charge Z;, the Debye
(screening) length A4, and the coupling parameter k = A /A .
The results are summarized in Table I. As can be seen,
decreasing the pressure at constant rf power resulted in an
increase of both sound speeds and a slight increase of the
interparticle distance. The microparticle kinetic temperature
showed no clear trends and remained quite low while the
monolayer was in the crystal phase (Turyst < 0.2 €V). Assum-
ing pure screened Coulomb interactions, it corresponded to an
increase of the microparticle charges. Accordingly, the max-
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FIG. 5. (a) Fit of the longitudinal current fluctuation spectrum
for kA =1.3. Only the “positive” frequency side of the Fourier
transform is shown. (b) Fit of the reconstructed longitudinal disper-
sion relation for wave propagating at an angle of 0° with respect
to the camera field of view. (c) Longitudinal sound speed, C., and
transverse sound speed, Cr, measured for different wave propagation
angles with respect to the camera field of view. All plots correspond
to measurements at Py = 16 W and p = 1.80 Pa.

imum frequency of the longitudinal dispersion relation (not
shown here) increased when decreasing pressure making the
out-of-plane mode and the in-plane mode closer to each other
as the MCI pressure threshold, pycr, was approached. No
trend in the evolution of the coupling parameter x = A /Ap =~
1.0-1.8 could be extracted due to the large error on the sound
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TABLE 1. Two-dimensional crystal parameters for different discharge conditions between the crystallization pressure, perys(, and the MCI
threshold pressure, pycr. The microparticle charge Z,; and the Debye (screening) length A, were calculated assuming screened Coulomb
interactions [6]. The crystalline monolayer kinetic temperature 7.y Was measured by fitting the microparticle velocity distribution function

by a Maxwellian distribution function.

Py Peryst Pyt Par A

Cr Zy Teryst Ap

W) (Pa) (Pa) (Pa) (mm) (mm/s) (mm/s) (e) V) (pm)

Experiment I

25  1.595£0.05 0.575£0.033 1.583 0.361+£0.020 21.5341.66 4.94+3.24 10500 £ 2900 0.061 £ 0.003 330 £ 180
Ap =1.020 £ 0.083 1.167 0.3724+0.014 22.23+1.79 4.82£2.88 10100 & 2400 0.095 + 0.002 370 £ 170

0.750  0.391 £0.027 25.60£2.16 6.51+£2.91 14600 + 3000 0.104 £ 0.003 270 & 90
22 1.633+£0.05 0.808+£0.033 1.633 0.352+0.021 22444235 5.31+£3.25 11100 & 3000 0.080 £ 0.002 300 £ 150
Ap =0.82540.083 1.167 0.362£0.013 23.04£2.53 6.23+3.90 14300 £ 5100 0.124 £ 0.003 240 £ 120
0.833 0376 £0.015 26.50 £2.58 6.29£5.37 14100 = 6000 0.128 + 0.006 470 % 390
19 1.7034£0.05 0.725£0.017 1.703 0.348 +£0.015 21.41+1.47 4.89£2.44 10000 & 2100 0.096 + 0.001 300 % 110
Ap =0.978 £+ 0.067 1.167 0.363+0.016 25.42+1.05 5.63£2.76 11700 & 2300 0.072 + 0.001 330 £ 120

1.000 0.3714+0.014 26.00+1.25 5.89£2.01 12300 & 1700 0.112 + 0.002 310 & 70
0.833 0.378 £0.024 27.61£5.31 5.77+3.43 12100 £ 2800 0.132 & 0.015 400 £ 190

16 1.800£0.05 0.850£0.017 1.800 0.349£0.013 22.37+£0.99 4.894+1.30 9800 £ 1000 0.080 £ 0.002 310 £ 50
Ap =0.950 £ 0.067 1250 0.363£0.017 25.06+£3.95 5.24+2.13 10700 + 1700 0.185 £ 0.014 360 + 110

1.000 0.369 +0.015 26.33+£0.95 6.31£2.37 13400 & 2100 0.101 + 0.004 280 % 70

Experiment IT

16 1.4704£0.05 0.625+0.017 147 0.3744+0.013 21.71+1.31 5.16£1.26 10900 &+ 1100 0.112 + 0.004 280 * 50
Ap =0.845 4 0.067 1.167 0.3824+0.015 22.88+1.06 5.54£2.77 12100 & 2100 0.129 + 0.005 300 & 110
0.750 0.3924£0.013 25.9342.18 5.97+3.52 13100 £ 3200 0.128 & 0.003 350 £ 160
13 1.500£0.05 0.700 £0.017 1.500 0.385+£0.015 21.56+1.80 4.88+2.18 10400 £ 1900 0.113 £ 0.003 340 £ 110

Ap =0.800 £ 0.067 1.167 0.387£0.015 2398+ 1.10 4.9741.53 10400 £ 1200 0.079 £ 0.003 380 + 80
0.750 0.393+0.011 28.18 £1.49 6.49+£3.96 14200 = 3700 0.105 + 0.004 350 & 170
10 1.730£0.05 0.917£0.008 1.730 0.369£0.015 23.58+4.32 5.12+2.30 10600 £ 1900 0.174 £ 0.003 350 £ 120
Ap=0.81340.058 1.167 0.3814+0.017 26.46+1.23 544£2.1 11300 & 1700 0.095 + 0.003 390 £ 100
0967 0.373£0.011 27.6942.62 6.16+£4.23 13100 £ 3700 0.161 £ 0.004 370 £ 220
7 1.830£0.083 1.167£0.008 1.830 0.377+£0.012 2576+ 1.77 5.46+2.45 11400 £ 2000 0.129 £ 0.009 370 £ 110

Ap =0.663 +0.091 1.250 0.383£0.010 28.17+£1.40 5.6041.51 11600 £ 1200 0.136 £ 0.015 410 £ 70

speeds, especially the transverse sound speed. Note that the
coupling parameter I' = (Zfe)/ (TerysidmegA) ~ 2000, where
e is the elementary charge and ¢ the vacuum permittivity,
remains far from the coupling parameters at the melting point,
T, ~200atk ~ 1.2 [62].

V. SHEATH PROFILE ABOVE THE POWERED
ELECTRODE OF A CAPACITIVELY COUPLED
RADIO-FREQUENCY DISCHARGE

Any modification of the discharge parameters (pa, and/or
Pyw) has an impact on the plasma and therefore on the sheath
properties. It is then evident that since the microparticle mono-
layer levitates in the rf sheath above the powered electrode,
any changes of the discharge parameters also affect the mono-
layer properties. In this section, a simple model allowing
calculation of the sheath profile above the powered electrode
in an asymmetric cc-rf discharge as a function of the dis-
charge parameters is described. The model is then validated
against available experimental data and then used to obtain
the dependence of sheath parameters (sheath length, ion and
electron densities, electric field) as a function of the discharge
parameters (pa, and Py).

A. Description of the model

In a cc-rf discharge, the rf frequency is generally much
higher than the ion plasma frequency and much lower than
the electron plasma frequency, i.e., wy K @ K wpe, Where
Wi, Wpe, @y are the ion, electron, and rf angular frequency,
respectively. In that respect, the ions respond to the time-
averaged sheath electric field. Moreover, in most of 2D
complex plasma crystal experiments, the working pressure
is around 1 Pa. In this situation, ion collisions cannot be
neglected [35]. The main assumptions of the following model
are based on earlier work by Lieberman [35]:

(i) collisional ion motion with a constant ion mean free
path %; in the sheath,

(ii) cold ions (ion temperature 7; =~ 0),

(iii) inertia-less electrons that respond instantaneously to
the electric field,

(iv) no secondary electrons emitted from the electrode,

(v) no ionization in the sheath.

In most experiments, asymmetric cc-rf discharges with
grounded area much larger than the powered electrode area
are used. Moreover, since the matching circuit very often
contains a blocking capacitor, no direct current can flow in
the external circuit. Since the area of each electrode is differ-
ent, the amount of collected ions and electrons during each
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1f cycle is also different and results in the appearance of a
self-bias voltage on the powered electrode [37,48]. Ideally, it
would be necessary to consider both sheaths in front of both
electrodes simultaneously [37]. However, in order to simplify
the problem, the following assumptions are made:

(i) The voltage on the rf electrode is of the form

Vie(t) = —Vo cos(wirt) — [Viel. (3)

The input values of V, and V. were discussed in Sec. III.

(ii) Atall time instants, the plasma must remain quasineu-
tral and therefore the current going through the powered
electrode sheath and the anode sheath must be equal in inten-
sity and of opposite signs. Following the method described by
Song et al. [49], the time dependence of the plasma potential
with respect to the grounded wall is approximated by

A Vie(0)
V,(t) =T, In |:1 + — exp (*)]
’ | Aq T,
A N
x (1+A7,3) }+Eln(2,3me)' “)

where 7, is the electron temperature in eV, m, is the electron
mass, and M is the ion mass.

In the following, the plasma potential is taken as the ref-
erence potential (V, = 0). At any given instant of time, the
potential of the rf electrode V, with respect to the plasma is

Ve(t) = Vi (1) = Vp(0). ®)

The time-dependant potential profile V(z,7) in the sheath
follows the Poisson equation:

vwmo:—imm—m@m. ®)

where nj)(z) is the ion (electron) density. The boundary con-
ditions are V(0,7) = 0 and V (¢, 1) = V,(t), where £ is the
length of the ion sheath.

Since wy; K @y, ions react only to the time-averaged
electric field £ = —dV /dz where V is the time-averaged
electric potential across the sheath of the powered electrode.
Therefore, in the sheath, the ion particle conservation and
momentum conservation equations are [36,63]

novg = niv;, (@)

dv; dav + TMv?
v; e—

dz dz 2
where ny is the plasma density at the plasma sheath boundary,
v; is the ion velocity at a given position z in the sheath, and vy
is the velocity of the ions at the ion sheath boundary (z = 0).
‘When taking into account collisions, v is the modified Bohm
velocity [36,63]:

T, 1/2 TThp, =172
() e

where Ap, = (€T, /nge)"/? is the electron Debye length.

In order to calculate the sheath profile, one needs to make a
few approximations. First of all, in order to solve Eq. (6), one
needs to know the exact position of the time-varying sheath
boundary. Indeed, depending on the voltage across the sheath,

M

=0, (8)

0 s(t) [

FIG. 6. Schematic of a capacitive rf sheath at a time 0 < <
7 /wy. The dotted vertical line shows the position of the electron
sheath boundary s(t). For z < s(t), n, ~ n; and for z > s(t), n, ~ 0.

the electron sheath boundary s(r) will change and oscillate
between the position of the ion sheath boundary to a minimum
distance to the electrode (see Fig. 6). Generally, in cc-rf
discharges, the amplitude of the rf voltage is much higher than
the electron temperature, i.e., Vy >> T,, and the electron Debye
length is much smaller than the sheath width ¢;. It is thus clear
that on the plasma side [z < s(7)], the quasineutrality holds
(n. ~ n;), while on the sheath side [z > s(¢)], the electron
density falls very rapidly (n, ~ 0). Many studies dealing with
the structure of cc-rf sheath therefore use this approximation
known as the step model which has been extensively used in
different models of the cc-rf sheath [34-40,42]. In many of
these models, the solution of the rf sheath relies on calculating
the rf current through the sheaths (powered and grounded)
and assuming a zero net current [34-37,40]. It allows one
to calculate the position of the electron sheath at all times
and from there the other quantities such as the average po-
tential drop and average electric field in the sheath can be
derived. Calculations of these kind have been performed for
both symmetric [34-36] and asymmetric discharges [37,40].
It was nevertheless shown that, in the case of symmetric cc-rf
discharges, these models were able to accurately describe the
current-voltage characteristics but showed discrepancies in
the potential and electric field profiles with respect to the exact
solution [38]. More recent models allow for very accurate
descriptions of the cc-rf sheath but require input such as the
maximum sheath extension, the ion mean free path, and the
electron Debye length [42]. The ion mean free path and the
electron Debye length can be easily obtained from discharge
pressure, interferometry measurements, and literature data.
However, the maximum sheath extension is not a parameter
which is very often measured. Moreover, the current and
voltage wave forms on the powered electrode are usually not
monitored. However, in our experiments, the self-bias voltage
and the electron density were measured as a function of the
forward rf power and argon pressure over a wide range of pa-
rameters which can be used to recover the rf voltage amplitude
Vo using Eq. (1). The electron temperature can be estimated
using the uniform density discharge model [47]:

Ki(T) _ 1
ug(T,) ~ nedesr’

where Ki.(T,) = 2.34 x 1074 x T(P“’ x exp(—17.44/T,) is
the ionization rate [47], ug(T,) = /eT,/M is the Bohm

(10)
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velocity, n, is the neutral gas number density, and des = 0.5 x
RI/(Rh; + h,) is the effective plasma size for particle loss
with [ the height of the discharge chamber, R its radius, /1, =
0.80(4 + R/Ai)~'% and by = 0.86[3 + 1/(2x:)1 "% [471,
and A, the ion mean free path in the plasma bulk.

The sheath profile can then be calculated using the follow-
ing approximation for the time-dependent Poisson equation:

VZV(z,t):—MOfexpM). (11
€ T.

As can be seen, this approximation lies between the ion matrix
sheath approximation [r;(z) = ng] and the step model. It how-
ever allows us to solve the Poisson equation at anytime know-
ing the voltage drop in the sheath. The mean electric field and
ion density profiles are then obtained in a recursive approach.
Starting from the collision-less dc sheath profile with a poten-
tial drop equal to the maximum of V,(¢), a maximum sheath
length and an initial ion density profile are calculated [47,64]:

; 3/4
o V2, (Zmax[wou) _ a2
3 T,
_ Z\43
V@) = —max(V.ol(7) a3
> —12
ni(z) = nn(l - ZVT(Z)) . (14)

Then the time-dependant potential profile over one rf period
is calculated by solving Eq. (11) with MATLAB and using the
following boundary conditions:

V(0,1)=0, (15)

Vil 1) = Ve(t), (16)

and a new time-averaged potential and electric field are cal-
culated. If the time-averaged electric field on the plasma side
z = 0) is lower than Eyi, = (7 /2)(T,/A;), a value necessary
to ensure monotonically decreasing ion density and increasing
ion velocity in the sheath region, then the sheath boundary
on the plasma side is moved toward the wall until the average
electric field reaches E;, and a new sheath length ¢, is
obtained. Using Eqs. (7) and (8) with the boundary conditions

n;(0) = no, an

vi(0) = vy, (18)

a new ion density profile is obtained and the time-dependant
potential profile is calculated again. The procedure is repeated
until it converges, which typically occurs in 10 to 15
iterations.

B. Comparison to experimental data, validation of the model

Schulze et al. have measured experimentally the time-
dependant electric field of a cc-rf capacitive discharge in
krypton at different pressures [65]. Czarnetzki used this set
of measurements to validate with success his advanced model
of the cc-rf sheath [42].

Two sets of discharge parameters were used to validate our
model:

(a) 800
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+ Exp2l.5ns
Exp 39.5 ns

® Exp57.5ns
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Model 21.5 ns

500} Model 39.5 ns

. ~--Model 57.5 ns
|—Period averaged

700

N
:\)] 400

12
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= 800[ e,
= ~
600
400
200
0
0 01 02 03 04 05 06
2 (cm)

FIG. 7. Experimental time-resolved electric field in krypton cc-rf
discharge compared to the calculated electric field using the model
described in this article. The experimental data are extracted from
Ref. [65]. (a) pk, = 1 Paand Py = 8 W, (b) px, = 10 Paand Py =
8 W. The time instants are given in the inset and in both plots the
plain black line corresponds to the time-averaged electric field.

(1) pke =1 Pa and Py =8 W, corresponding to V, =~
250 V and Vg >~ —250 V (see Fig. 12 of Ref. [65]). As in
Ref. [42], the electron temperature is fixed to 7, = 2.6 eV and
the plasma density at the sheath edge to n9 = 2.0 x 10" m~3.
The grounded surface is assumed to be 100 times larger than
the powered surface. The charge exchange cross section is
ocx =40 x 10720 m? [66].

(ii) pkr = 10 Pa and Py =8 W, corresponding to V, =~
225 V and Vg =~ —225 V (see Fig. 5 of Ref. [65]). As in
Ref. [42], the electron temperature is fixed to 7, = 1.1 eV and
the plasma density at the sheath edge to np = 7.3 x 10" m~3.
The grounded surface is assumed to be 100 times larger than
the powered surface. The charge exchange cross section is
ocx =40 x 10720 m? [66].

In Fig. 7, the model results are compared to the experimen-
tal data of Schulze et al. [65]. As can be seen, the agreement
is not perfect and the model tends to slightly underestimate
the electric field, especially at large pressure. However, one
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FIG. 8. (a)—(c) Potential and (d)—(f) density profiles for different pressures and powers. Note that potentials are plotted with respect to

ground [i.e., V,(0) # 0].

should note that the length of the sheath is recovered within a
few percent and that the electric field values are in respectable
agreement with the measured ones.

‘We can therefore conclude that our simple model is able to
catch the main features of the collisional cc-rf sheath and can
reasonably estimate the main sheath parameters as a function
of position for an adequate range of discharge parameters.

C. Calculated sheath profile

The model was then used for conditions relevant to our
experimental conditions. The argon pressure was varied be-
tween 0.5 Pa and 2 Pa by steps of 0.05 Pa and the rf power
was varied between 5 W and 25 W by steps of 1 W. In Fig. 8
the sheath potential [Figs. 8(a)-8(c)] and the electron and ion
densities [Figs. 8(d)-8(f)] are shown as a function of position
for different pressures and rf powers.

As can be seen in the top row of Fig. 8, increasing pressure
at constant rf power results in shorter sheath length for a simi-
lar potential drop (the sheath length is ~8-9 mm at p = 0.5 Pa
and drops down to ~6-6.5 mm at p = 1.5 Pa). Therefore, the
vertical electric field is weaker at lower pressures. One can
therefore expect a weaker vertical confinement for micropar-
ticles levitating in the rf sheath at low pressure for a given rf
power. Increasing the rf power at constant pressure results in a
slight increase of the sheath length but larger plasma potential
drops due to increasing self-bias voltage (the potential drop is
~50V at Py =5 W and ~140 V at Py = 25 W). Therefore,
a stronger vertical electric field and a stiffer vertical confine-
ment for microparticles levitating in the rf sheath at high rf
power are expected.

Both Py and pa, have an impact on plasma density. We
know that at a given pressure, the plasma density is increasing
almost linearly with rf power (see Fig. 2). Since the sheath
length is weakly dependant on rf power (see previous para-
graph), the gradients of ion and electron densities in the sheath
increase with rf power as can be seen in the bottom row of
Fig. 8. At high pressure, the plasma density is higher (due to
collisions) and the sheath length is short, resulting in steep
density gradients.

Using the calculated sheath profiles, the dependence of
dust particle charge number, Z;, levitation height, zjy, and
vertical resonance frequency, f,, on discharge parameters is
explored in the next section.

VI. MICROPARTICLE PROPERTIES
AND MODE-COUPLING INSTABILITY

In this section, the influence of discharge parameters on Z,,
Ziev, and fy is investigated. Then, the threshold of MCI in 2D
complex plasma crystal as a function of discharge parameters
is studied.

A. Dust particle charge, levitation height, and vertical
resonance frequency

With the calculated sheath profile as a function of rf power
and pressure, the equilibrium dust particle charge and levita-
tion height can be calculated. At any point in the sheath, the
ion and electron densities are known allowing the calculation
of ion and electron currents, /; and /., respectively, onto the
microparticle surface in a collisional plasma [67,68]:

1, =(—e)\/gr5ndv,ﬂ exp(—), (19)

I =(e)v/ 87rr5ngv7-,(l +@)| 1+

0.07+2(%) +235(%) +[027(%) " +03()]

5 . 20,
04(4)" ()2 20
; )
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FIG. 9. (a) Equilibrium particle charge. (b) Equilibrium levitation height. (¢) Vertical resonance frequency. The microparticle has a diameter

d =9.16 uum and its mass density is p,, = 1510 kgm~3 (MF density).

where r; is the radius of the microparticle, @ is
the normalized microparticle floating potential, and A =
Ap,/y/1+ (Ap,/Ap,)? is the linearized Debye length at the
considered position in the sheath with Ap,, = (9T ¢ /n; €)'/,
At equilibrium /; 4+ I, = 0 and the normalized floating poten-
tial @ can be obtained for any position in the sheath (ions are
assumed to be in thermal equilibrium with the background
gas, T; = 0.03 eV). The microparticle charge number Z; =
Qu/e, where Q, is the microparticle charge, is then obtained:

Zy = —4mwegraT,p/e. 21

Since r, and therefore the mass m, of the microparticle are
known and since the sheath electric field profile has been
calculated, the equilibrium levitation height zjey and the verti-
cal resonance (confinement) frequency f, = w,/(27) can be
obtained using the following equations [69-72]:

QuE (ziev) = —mag, (22)

(23)

Zlev

In Fig. 9, the results of the calculation of levitation height,
particle charge at equilibrium position, and vertical reso-
nance frequency as a function of rf power and background
argon pressure are shown. The obtained equilibrium parti-
cle charges are between —2.2 x 10% and —1.6 x 10% [see
Fig. 9(a)], which is of the order of the experimental ones (see
Table I).

One can see that at a given argon background pressure,
Z; and zyey are only slightly increasing with rf power. More-
over, the microparticles levitate quite high in the sheath near
the sheath edge (for example at 1 Pa, the sheath length is
around ~7 mm (see Fig. 8) and the levitation height is around
~6.5 mm [see Fig. 9(b)]). This is due to the fact that even
though the ion and electron densities are increasing with rf
power, the electron temperature is mostly set by the back-
ground gas pressure. Since T, has a greater influence than n,
on the magnitude of the electron current onto a microparti-
cle and therefore the microparticle charge, the microparticle
equilibrium charge depends only weekly on rf power. Since at
equilibrium levitation height, the gravity force is compensated
by the electric force and, as seen previously, the sheath length

is only weakly dependant on rf power, the particle levitation
height will only slightly change.

The calculated vertical resonance frequency varies in the
range 15-30 Hz depending on discharge parameters and is
very close to the vertical resonance frequency reported in sim-
ilar setups [9,10,28,73-75]. The vertical resonance frequency
is increasing significantly with both rf power and argon back-
ground pressure [see Fig. 9(c)]. In both cases, this is due to
steeper electric field when increasing rf power (resulting in
larger self-bias) and when increasing the background argon
pressure (resulting in shorter sheath). Therefore, decreasing
pressure or rf power results in weaker vertical confinement
and favors MCI for 2D complex plasma crystals. On the
contrary, high pressure and high rf power favor crystallization
of the complex plasma monolayer by providing stiffer vertical
confinement. More details are given in the next subsection.

B. Mode-coupling instability

It is well known that MCI can occur in 2D complex plasma
crystals [9,24,25] and in fluid complex plasma monolayers
[26,29,32]. In Sec. IV, it was demonstrated experimentally
that decreasing pressure and/or rf power leads to MCI in
2D complex plasma crystals and that the MCI threshold and
crystallization threshold have defined trends.

One of the simplest ways to simulate MCI is to use the
point-charge wake model [22,24,25,76-78]. In this model,
the ion wake is approximated by a positive point charge g,
downstream of each microparticle at a distance &, below
the microparticle. Then each microparticle interacts with the
other microparticles and their respective ion wakes through
screened-Coulomb (Yukawa) interactions. The interparticle
distance in the 2D crystal is set at a fixed value A. In the cal-
culation, the screening length is taken as the electron Debye
length, Ap, at the equilibrium leviation height. To compute
the different lattice modes in the 2D complex plasma crystals,
one can calculate the dynamical matrix which has the form
[24,25,78]

a—p 2 10
D= 2y a+ B 10y s (24)
10y 10y a)g — 20,
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FIG. 10. MCI pressure threshold as a function of rf power for an
interparticle distance A = 420 um and different ion wake charges in
the framework of the point-charge wake model [24]. The experimen-
tal MCI pressure thresholds are shown for comparison.

where «y;,, B, and y are the dispersion elements, and oy,
are the coupling terms between the in-plane and out-of-plane
modes due to the particle-wake interaction. Detailed expres-
sions of these different terms as functions of Qu, Ap,, Gu,
8w, A, and k, where k is the wave vector of the considered
lattice mode, can be found in Refs. [24,25,78]. The dispersion
relation of the microparticle lattice modes are obtained for any
k by solving det[D — w(w + 1v)I] = 0, where I is the unit
matrix, so that w(w + 1v) are the eigenvalues of the dynamical
matrix, where v is the damping rate due to neutral gas friction.

It is known that the mode-coupling instability in a 2D
complex plasma crystal is triggered when the out-of-plane
mode and the in-plane longitudinal mode cross [24,25] except
in very specific experimental conditions where the ion wake
charges are really strong allowing coupling of the modes with-
out direct crossing [79]. First, the influence of the interparticle
distance A on mode crossing is investigated in the case where
ion wakes are ignored (see Appendix B for details). It is found
that the out-of-plane and in-plane longitudinal mode crossing
minimum pressure decreases when increasing the rf power
due to the competing effects of the pressure decrease and the
rf power increase. Moreover, at low pressure the micropar-
ticle charge is larger due to a higher electron temperature,
which for a fixed A increases the maximum frequency of the
longitudinal in-plane mode and makes mode crossing easier.
Similarly, the pressure threshold is systematically lower for
larger A to the weaker interparticle interaction which reduces
the maximum frequency of the longitudinal in-plane mode
and the minimum frequency of the out-of-plane mode. Exper-
imental points follow roughly the same trend showing that the
sheath profile (which depends on par and Pyw) plays a major
role in the crossing of the modes and the triggering of MCI in
2D complex plasma crystals.

In a second step, the interparticle distance was fixed to A =
420 pm and point-charge wakes were considered. Only the
value of the wake charge was varied (0.1 < Gy = qu/Qu <
0.3), while the distance to the microparticle is fixed (3, =
8w/A = 0.3). Then, the pressure threshold for the crossing
of the modes (and the triggering of MCI) were calculated
again. The results are presented in Fig. 10. As can be seen, the

main trends are still there: when increasing the rf power, the
threshold pressure decreases. However, the ion wakes have a
significant effect. Increasing the ion wake charge significantly
decreases the pressure threshold at a given rf power. The wake
charges are unknown in the experiment and their overall effect
on the measured pressure threshold are difficult to estimate.
However, one can see in Fig. 10 (and Fig. 12 in Appendix B)
that the experimental threshold values are not exactly aligned
with the calculated one. Note again that the experimental par-
ticle charges are slightly smaller than the calculated ones and
A used in the calculation is slightly larger than the experimen-
tal one (which is in addition not a constant for a given Py but
slightly decreases with pa,). In order to calculate the true MCI
pressure threshold, it would be necessary to take into account
the evolution of the horizontal confinement as a function of
par and Py as well as self-consistent wake parameters for the
calculation of the lattice modes. A more sophisticated model
for the ion wake such as those described in Refs. [78,80,81] is
also needed as the wake model has a strong influence on the
shape of the lattice modes [78].

To conclude, let us discuss the trend for the crystallization
pressure observed in Fig. 4. As was shown in Sec. IV, the
crystallization pressure follows the same trend as the MCI
threshold pressure: it decreases with increasing power. This
can be roughly explained through the modification of the
sheath profile. When the Py increases, the sheath electric
field and therefore the vertical confinement become stronger.
However, when in the fluid phase, the crossing of the out-
of-plane mode with the longitudinal in-plane mode always
occurs and MCI will exist unless damping due to neutral fric-
tion is high enough to suppress it [26]. At constant rf power,
the microparticle charges decrease when increasing pressure
(see Fig. 9 and Table I). Therefore, the longitudinal in-plane
mode is not as steep (the longitudinal sound speed decreases;
see Table I) and it will result in smaller instability growth rate.
It was also shown in Ref. [26], in the framework of the wake-
layer model, that when the vertical confinement frequency is
increased above the threshold for mode crossing for MCI in
a 2D crystal with the same microparticle parameters as in the
fluid layer (same microparticle charges and same microparti-
cle number density), the instability growth rate decreases as
~exp(—3®?8). The crystallization threshold is therefore also
influenced by the wake parameters. Since these parameters are
unknown, the crystallization pressures were not calculated but
ion wakes are expected to have a non-negligible effect as for
the MCI threshold pressure in 2D complex plasma crystals.
A sweep of wake parameter space could be performed to find
values that match the best the experimental observations but
it is out of scope of the current article. In future studies, the
use of a self-consistent wake model such as in Ref. [81] in
addition to proper modeling of the horizontal confinement
as a function of discharge parameters should enable us to
derive self-consistently the MCI threshold and crystallization
pressures.

VII. SUMMARY AND CONCLUSION

In this article, the MCI threshold pressure and crystalliza-
tion pressure of monolayer complex plasma levitating in the
sheath of an argon cc-rf discharge were investigated. It was
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found that the stability of a crystalline microparticle mono-
layer increases with pressure and with the rf power: at constant
rf power, the higher the rf power the lower the crystallization
and MCI threshold pressures; at constant background argon
pressure, the higher the pressure the lower the rf power for
crystallization of the monolayer and for the triggering of MCIL.
It was also found by measuring the longitudinal and transverse
sound speeds in two-dimensional complex plasma crystal that
at constant rf power, lower pressure resulted in larger sound
speeds and therefore larger microparticle charges. These re-
sults are in agreement with previous observations of the MCI
[9.25].

A simple rf sheath model was developed to calculate the
evolution of the rf sheath profile as a function of the input
rf power and the background argon pressure. Using experi-
mental measurements of the electron density in the plasma
bulk and the powered electrode self-bias as input parameters,
the model was able to show that the argon pressure and the
rf power have significant influence on sheath profiles. Using
the calculated sheath parameters, the microparticle equilib-
rium charge, the equilibrium levitation height, and the vertical
confinement frequency were also calculated. It was found that
(i) a power increase at constant pressure leads to increase of
Z4, 2iey and fo, and (ii) a pressure increase at constant rf power
leads to decrease of Z,, ziey and an increase of fy,. Combined
with the point-charge wake model [24], the trends for MCI
threshold pressure could be reproduced (i.e., decreasing the
pressure at constant power would lead to the crossing of the
longitudinal in-plane mode and the out-of-plane mode and
trigger MCI, lower rf power results in higher MCI threshold
pressure). However, it was also shown that the MCI threshold
is sensitive to interparticle distance and wake parameters.

Compared to earlier studies, a better integration of the
experimental results and theory was achieved by operating
with actual experimental control parameters such as the gas
pressure and the discharge power. A sweep of wake param-
eters space could be performed to find values that match the

best experimental observations. However, future studies will
concentrate on the use of a self-consistent wake model [81] to
study the influence of ion wakes on dust equilibrium position
and vertical resonance frequency. The influence of the plasma
parameters on horizontal confinement should also be taken
into account in order to model self-consistently the interpar-
ticle distance in monolayer complex plasma enabling more
detailed investigations of fluid MCI and the crystallization
threshold pressure.
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APPENDIX A: CRYSTALLIZATION OF THE MONOLAYER

The crystallization process was similar to the one happen-
ing during a below MCI threshold localized laser induced
melting reported in Ref. [32]. Until the crystallization pressure
threshold perys: Was overcome, the microparticle kinetic en-
ergy remained quite large (a few eV). When peyse was finally
reached, a rapid cooling of the monolayer was induced (in a
matter of a few seconds) due to the neutral drag damping rate
being higher than the fluid MCI growth rate, and the crys-
tallization occurred (average bond orientational order (W)
increased to a value close to 1 and the numbers of 5-fold
and 7-fold defects decreased tremendously). In this article, the
particle kinetics at crystallization threshold was not investi-
gated in detail and was only detected with the naked eye. As
illustrated in Fig. 11 for a similar experiment (i.e., different
monolayer), the recrystallization event is unmissable.

FIG. 11. Snapshots of a microparticle monolayer during recrystallization at ps, = 0.90 Pa and Py = 5 W. Note that this is a different
smaller monolayer than the one used for the results reported in the main text. Therefore the MCI and crystallization thresholds are also

different and the above images should only be used as an illustration.
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APPENDIX B: MODE-CROSSING WITHOUT ION WAKE

The influence of the interparticle distance on mode cross-
ing is investigated in the case where ion wakes are ignored
(0y,y = 0). Using the results of Sec. VC and Sec. VIA, the
minimum pressure for out-of-plane and in-plane longitudinal
mode crossing as a function of power was calculated for
different A (420 pm, 450 pm, and 500 pm). The results are
presented in Fig. 12. As can be seen, the out-of-plane and
in-plane longitudinal mode crossing minimum pressure de-
creases when increasing the rf power. This can be understood
due to the competing effects of the pressure decrease, which
makes the sheath longer and therefore weakens the confining
electric field, and the rf power increase, which increases the
self-bias of the powered electrode and makes the vertical
confinement stiffer. Moreover, at low pressure the micropar-
ticle charge is larger due to a higher electron temperature,
which for a fixed interparticle distance renders the interaction
force greater and therefore increases the maximum frequency
of the longitudinal in-plane mode and makes mode crossing
casier. In addition, one can see that the pressure threshold is
systematically lower for larger A. This is due to the weaker in-
terparticle interaction which reduces the maximum frequency
of the longitudinal in-plane mode and the minimum frequency
of the out-of-plane mode. Finally, we can see that experimen-
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FIG. 12. Pressure at which the crossing of the in-plane longitudi-
nal mode and the out-of-plane mode occurs as a function of rf power
for different interparticle distances A and without ion wakes. The
experimental MCI pressure thresholds are shown for comparison.

tal points follow roughly the same trend. This shows that the
sheath profile (which depends on par and Pyw) plays a major
role in the crossing of the modes and the triggering of MCI in
2D complex plasma crystals.
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The kinematics of dust particles during the early stage of mode-coupling induced melting of a two-dimensional
plasma crystal is explored. It is found that the formation of the hybrid mode causes the particle vibrations to
partially synchronize at the hybrid frequency. Phase- and frequency-locked hybrid particle motion in both
vertical and horizontal directions (hybrid mode) is observed. The system self-organizes in a rhythmic pattern of
alternating in-phase and antiphase oscillating chains of particles. The spatial orientation of the synchronization
pattern correlates well with the directions of the maximal increment of the shear-free hybrid mode.
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L INTRODUCTION

An odd “kind of sympathy” in pendulum clocks discovered
about 350 years ago by C. Huygens was later rigorously
explained as a specific synchronization process between the
weakly coupled close-frequency oscillators [1,2]. Since then
synchronization phenomena have become an important topic
in explorations of biological, physical, chemical, cybernetical,
and many other dynamical systems. Their diversity and
complexity required a principally new approach to develop
a network analysis, allowing to systematically study intercor-
relations in large populations of interacting units [3-8]. Spon-
taneous emergence of synchronized signals and spontaneous
symmetry breaking are typical behaviors in such nonlinear
systems, e.g., in spatially distributed mutually coupled lasers
[9-11]. A large system of weakly coupled nearly identical
oscillators with a phase-dependent interaction is normally
considered as a model to explore collective synchronization in
detail. Analytical studies [12], computational simulations [13],
as well as model systems, e.g., the dynamics of disordered
Josephson arrays [14], predict a nonlinear dynamical phase
transition in such systems. In this sense, complex plasmas
are ideal systems to observe the synchronization process
generically in all its complexity and diversity at an “atomistic”
scale and in real time.

Complex or dusty plasmas are weakly ionized gases
containing micron-size particles called dust particles or
microparticles. In a laboratory radio-frequency (rf) plasma
these particles are negatively charged. Due to their strong
interactions with the plasma and with each other, they can
form strongly coupled systems, analogous to colloids [15].
Microparticles are often confined in the sheath region of
electrical discharges, where the electrostatic force is strong
enough to balance the gravity force. They can form monolayers
or (quasi-)two-dimensional (2D) crystals [16-20] extended
vertically to a finite width, which strongly depends on the
strength of the vertical confinement [19]. In such systems,
two in-plane wave modes with an acoustic dispersion can be
sustained: a longitudinal mode and a transverse mode. Since
the strength of the vertical confinement is finite, there is a
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third fundamental wave mode associated with the out-of-plane
oscillations which has an optical dispersion [19-25].

Due to the strong electric field in the sheath region of the
discharge, every particle is influenced by a strong ion flow
exerting an additional force on it. Moreover, the screening
cloud around each particle in such conditions is strongly
distorted, being more extended in the direction of the flow.
The ions tend to focus downstream of the particle making the
system highly polarized. This mechanism is often referred
to as “plasma wake” [26-33]. One of the easiest ways to
represent the plasma wake is to add a pointlike positive wake
charge downstream of the particle [23,25], or consider the
polarization self-consistently in the framework of the linear
response models [26,33-35].

The existing theories predict that all three wave modes
depend critically on the parameters of the plasma wake. More-
over, the wake-mediated interactions between the particles
result in the coupling of the “usual” crystal modes into a new
“hybrid” mode of the lattice layer. This mode can be evidenced
as localized “hot spots” in the lattice phonon’s spectra [36].
The theory of mode-coupling instability [23,25,37] provides
a detailed picture of a plasma-specific melting scenario
operating in 2D plasma crystals. The melting associated with
the wake-mediated coupling between the longitudinal in-plane
and out-of-plane modes can only be triggered if (i) the modes
intersect, and (ii) the neutral gas damping is sufficiently low.
In the vicinity of the hybrid mode, one can observe traces
of mixed polarization for the two intersecting wave branches
[37]. These features can be considered as distinct fingerprints
to identify the onset of the wake-induced mode coupling. In
theoretical investigations [25,37] the hybrid mode was found
to preferentially emerge with a wave vector parallel to the rows
of the minimal packing density in the lattice. For instance, it
is valid for the waves propagating at an angle & = 0° or along
any other direction equivalent by hexagonal symmetry, e.g., at
an angle § = 60° or 120°, etc. The propagation angle 6 is as
introduced in Fig. 1.

It is well known that in a system of coupled limit-cycle
oscillators, a macroscopic fraction of them can synchronize to
a common frequency when the coupling among oscillators is
strong enough [38]. A two-dimensional plasma crystal can be
seen as an ensemble of coupled nonlinear oscillators. During
the mode-coupling induced melting, dust particles interact
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FIG. 1. (Color online) Sketch of the experimental setup. Mi-
croparticles are confined above the rf electrode and are illuminated
with a horizontal laser sheet. Microparticles are recorded from top
at a speed of 250 frames per second. A second vertical laser sheet
illuminates the microparticle cloud allowing us to record a slice of it
using a side-view camera at 103.56 fps. In the inset the elementary
cell of the hexagonal lattice is depicted with the frame of reference
chosen in this article.

strongly with each other, and, as has been shown previously,
the hybrid mode can be a source of anomalous heating [36,37].
First experimental observations showed that at the nonlinear
stage of the mode-coupling instability the crystal melts and
spreads out vertically [36,39,40].

In this paper, we demonstrate experimentally that during the
melting process mediated by the mode-coupling instability, the
microparticle oscillations are synchronized dominantly in
the direction along which the instability increment is maximal.
The side-view imaging revealed that the particles exhibit both
vertical and horizontal oscillatory motions at the hybrid mode
frequency. The synchronization is explained by the fact that
only the wave modes at the hybrid frequency have a positive
growth rate while the other waves are damped. Moreover,
the hybrid mode with a maximal increment is dominantly
compressional.

II. EXPERIMENTAL SETUP

Mode coupling and plasma crystal melting were sys-
tematically investigated in experiments performed with a
(modified) gaseous electronics conference (GEC) chamber,
in a capacitively coupled rf glow discharge at 13.56 MHz
(see Fig. 1). The argon pressure was between 0.4 and 1 Pa
and the forward rf power was between 5 and 20 W (which
corresponded to rf peak-to-peak voltage between 175 and
310 V). The plasma parameters in the bulk discharge were
deduced from Langmuir probe measurements, yielding the
electron temperature 7, = 2.5 eV and the electron density
n,=2x10" em™ at p =0.66 Pa and P =20 W [41]. A
horizontal monolayer was formed by levitating melamine-
formaldehyde particles in the plasma sheath above the lower rf
electrode. Particles with a diameter of 9.19 £ 0.14 um were
used. The dust particle cloud was illuminated by two laser
sheets: a vertical one and a horizontal one. The particles
were imaged through a window at the top of the chamber
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by a Photron FASTCAM 1024 PCI camera at a speed of 250
frames per second. The horizontal coordinates x and y as
well as velocity components v, and vy of individual particles
were then extracted with subpixel resolution in each frame by
using a standard particle tracking technique [42]. An additional
side-view camera (Basler Ace ACA640-100GM at 103.56 fps)
was used to verify that our experiments were carried out with
a single layer of particles. This side-view camera was also
used to study the in-plane and out-of-plane motion of the
microparticles in a slice of the crystal. The diameter of the
obtained crystalline structure, depending on the number of
injected particles [43], was up to ~60 mm.

III. DATA PROCESSING
A. Dynamical characteristics

To explore the wave properties of the microparticle mono-
layer, the in-plane and out-of-plane tracking data obtained are
used to compute the particle velocity fluctuation spectra. First
the particle current components V,(k,?) introduced as

N
Vi(k,1) = Z vs_j([)eﬂk-a,m )

j=1

are calculated in the s direction at the time moment 7, using
a wave vector k = {k,,k,} located in the horizontal plane.
Here, i is the imaginary unit, j is the particle index, vs ;(¢) is
the s projection of the jth particle velocity, s; = {x;,y;.z;}
is its position, and N is the number of microparticles. Note
that the x,y axes are chosen as shown in Fig. 1. Fixing the
axes directions allows us to easily choose the direction of the
wave propagation with respect to the lattice principal axis. A
fast Fourier transform in time domain is then implemented to
obtain the current fluctuation spectra. The structure factor of
the crystal was also calculated from the particle positions:

1 u —ikes; (1)
Sk = X;e ks, 2
iz

B. Instantaneous phase and frequency of particle oscillations

From the tracks of each traced particle, it is possible to
obtain the instantaneous phases of the particle trajectories as
a function of time and position. The displacements r;(t) =
«/x%(r) + y%(t) at hand were first filtered to remove the drift
and to keep only the oscillatory parts, i.e., the “filtered”
displacement 7;(r) of the jth particle is defined as

1 a2
Fi(t) = x;(t) — At[ 2 r/(t’)dt' 3)

where At, the interval of averaging, was chosen to be the
same, Ar =0.5 s, at all j=1...N. Finally the Hilbert
transform was implemented to obtain the analytic signals
rq,(t), their instantaneous phases ¢;(1) = arg[r,,(1)], and
amplitudes A;(t) = |r,,| [44]. Maps of particle instantaneous
phases were then constructed for each frame and stacked
together to assemble a video [45].
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The instantaneous phase computed for each particle j was
used to calculate the degree of synchronization o; between the
particle j with its closest neighbors [46],

L&

o= ZUU" “)
Sii

ojjp=1- Si ®)
max

where 7 is the number of the closest neighbors, S;; is the
Shannon entropy of the cycle phase distribution between
neighbors,

M M
Sjjr =~ ZP/// In pjju, Z[’j/’l =1 (6)
1=1 =1

Here, pjj, is the fraction of the data in the /th bin in the distri-
bution of phase differences ¢;:(t) = ¢;(t) — ¢ (t)(mod 27),
I=1...M, M =20 is the number of bins, and Sp.x =
In M is the maximum entropy corresponding to a uniform
distribution p;;; = M~". The distribution of phase differences
was computed with the help of a moving window procedure
using the instantaneous phases ¢;;(¢) calculated for the 101
consecutive frames centered on the time moment 7.

The synchronization index o; introduced by relationship
(4) scales between 0 and 1. The completely synchronized
(desynchronized) state corresponds to o = 1(0).

The time derivative of the instantaneous phase yields the
instantaneous frequency 27 finq = |0¢(2)/0t|.

IV. EXPERIMENTAL RESULTS

In this section, the early stage of the mode-coupling insta-
bility of a 2D complex plasma crystal triggering the frequency
and phase synchronization and followed by the melting is
discussed. The instability was initiated by decreasing the argon
pressure from p = 0.94 Pa to 0.92 Pa at a fixed forward rf
power P = 12 W.

A. Fluctuation spectra of the monolayer

The longitudinal and transverse sound speeds, respectively
Cr =(34.1£1.4) mm/s and Cr = (7.9 £ 0.3) mm/s, were
obtained by using the low-k part of the longitudinal and
transverse in-plane spectra; see Fig. 2. The interparticle
separation in the center of the crystal was found to be
a =480 £ 10 um. Given the measured values of a, Cy,, and
Cr, and following the method proposed in Ref. [47], the
charge of the dust particles Q >~ —18600¢, where e is the
elementary charge, the coupling parameter k = a/Ap = 1.26
and the Debye length 2 p = 380 um were calculated. The error
on the charge is about 15% and the error on « is about 30%.

The frequency of the vertical particle oscillations (the “ver-
tical confinement parameter”) f, = 23 = 1 Hz was extracted
from the out-of-plane fluctuation spectrum (not shown here).

The hot spot at the frequency fy, = 16 & 1 Hz, indicating
emergence of the hybrid mode, is well pronounced in the
longitudinal velocity fluctuation spectrum; see Fig. 2(a). To
obtain the wave energy distribution in the k plane around
the hybrid mode resonance frequency f = fiy, the spectrum
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FIG. 2. (Color online) Fluctuation spectra of the in-plane particle
velocity at @ = 0° and & = 30°: (a),(b) longitudinal, (c),(d) transverse
velocity fluctuations. A bright “hot spot” at the frequency of fiy, =
16 & 1 Hz well seen in the spectrum (a) is worth noting.

of the in-plane velocity fluctuations was integrated over the
narrow frequency band 14-18 Hz. Performing computations,
the interrogation window was chosen to be a square of 400 x
400 pixels. It was thus ~35 x 35 interparticle distances giving
a resolution of ~0.18ka. The resultant spectral map is shown
in Fig. 3. The upper (lower) panel of Figs. 3(a) and 3(b) shows
the compressional (shear) component of the velocity
fluctuation.

Note that the k, > 0 semiaxis corresponds to the 6 = 0°
direction in the frame of reference introduced in Fig. 1. As
predicted by the linear isotropic theory [25,37], it is the
“most unstable” direction in which the instability develops.
Therefore, in what follows, the 6 = 0° direction (as well as
any other, e.g., at 6 = £60°, & 120°, and 180° which are
equivalent by symmetry) is referred to as the “most unstable
direction.”

The synchronized nonlinear state of the crystal layer
oscillations happened to be highly anisotropic; see Fig. 3.
For instance, inside the first Brillouin zone, the hot spot
located at # = 60° is about nine times brighter than its
“counterpart” located at & = —120° [Fig. 3(a)]. The hot spots
expected to be at & = —60° and 120° by symmetry have
astonishingly disappeared. Therefore the energy spectrum of
the synchronized hybrid mode oscillations is strongly intensity
and angle modulated. In this sense, the hexagonal symmetry
of the crystal state is broken.

Note that “spontaneous” symmetry breaking phenomenon
is a typical behavior for, e.g., driven colloids [48]. This
phenomenon explains rigorously the asymmetry of the escape
directions and the chirality of the defect configurations
revealed by the newly nucleated dislocations in 2D complex
plasma experiments [49,50].
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FIG. 3. (Color online) Spectrum of the particle velocity fluctu-
ations in the {k,,k,} plane integrated over the frequency in the
range 14 Hz < f < 18 Hz. (a) Compressional component. (b) Shear
component. The white dashed lines show the border of an ideal
(theoretical) first Brillouin zone. The dotted-dashed pink lines show
the border of the real first Brillouin zone obtained from the time
averaged structure factor S(k). The bright hot spots located inside
this zone are well r ble in the comp spectrum by
the higher energy concentration. Their positions in the first half of
the Brillouin zone are kja = 3.0 £0.2, 6, = (3+5)°, and ka =
3.240.3,6, = (60 £ 7)°. Note an asymmetry effect: the 60° hot spot
is certainly brighter and no hot spot is observed at —60°. A large-scale
inhomogeneity of the monolayer is most probably responsible for all
of the observed anisotropy.

As can be seen in Fig. 3(a), the hot spot positioned, for
instance, along a k, > 0 semiaxis is located in the k map at
ky = knyb, which is close to the very right border of the first
Brillouin zone kg,, still distinguishably well separated from it:

kpra =27/V/3 > kngott = 7, (ki — kngo)/ knyp = 15%.

The accuracy of given measurements, around 5-10%, allows
us to certainly state this.

It should also be noted that in Fig. 3(b), one can see a slight
excitation of shear waves in the direction of main instability
(especially at 60°). Since the theory predicts that the hybrid
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mode does not have a shear component, this is quite surprising.
However, the intensity of the shear component is around two
orders of magnitude less than the compressional component.
This probably originates in the nonlinearity of the coupled
waves.

B. Partial synchronization

The evolution of the cumulative probability p(fhyb) to
find the instantaneous frequency inside the frequency band
14-18 Hz around the hybrid resonance finst ~ fhyb is presented
in Fig. 4. At start (r < 0.5 s), the frequency synchronization
probability is low. Then, as the mode-coupling instability
sets in, the probability gradually increases as more and more
particles get locked at the hybrid frequency. Betweent = 2.5s
and r = 3 s, there appears a significant fraction of the particles
that oscillate at the hybrid frequency, indicating emergence
of the partial frequency synchronization state. When the
crystalline suspension melts (at t > 3 s), the cumulative
probability drops down stepwise to the lowest level ~0.05
indicating no frequency synchronization, and, hence, no mode
coupling. Only the central parts of the monolayer were
involved in calculations, half in size compared to those used to
assemble the phase distribution maps shown on top in Fig. 4.

Note that sharp change in the phase locking probability is
typical for the dynamical phase transitions, e.g., for Josephson
junction arrays [14].

The pair correlation functions shown in the inset in
the bottom panel of Fig. 4 demonstrate partial degradation
of the crystalline order during the transitions between the
synchronized and desynchronized states.

The snapshots of the instantaneous phase variation during
the mode-coupling instability are presented in the top panels
of Fig. 4. The phase locking proceeds as follows:

(i) At the beginning at # < 1 s, no recognizable synchro-
nization pattern can be extracted and the instantaneous phases
appear to be randomly distributed over the crystal layer.

(ii) Starting from ¢ 2~ 1.3 s (first map shown on top in
Fig. 4), short rows of in-phase oscillating particles can be
detected in the central part of the crystal, indicating that partial
synchronization of the particle motions takes place.

(iii) With time passed, at r = 2.16 s, rows of the in-
phase oscillating particles elongate as more particles become
involved in synchronization (second map shown on top in
Fig. 4). It is worth mentioning that neighboring rows of
the synchronically oscillating particles are moving almost
in antiphase (i.e., having a phase difference A¢ >~ 7). Note
also that the motion of the synchronically moving particles is
strongly “polarised” in the & = 60° direction.

(iv) Later on, at t =2.94 s (third map shown on top
in Fig. 4), two types of the phase alignment, one oblique
(corresponding to the wave propagation angle 6 >~ 60°) and
another almost vertical (corresponding to the wave propagation
angle 6 ~ 0°), are clearly seen. Apparently, they correspond
to two equivalent directions, by symmetry, in the crystal. The
synchronization effect can also be well identified through
increase in the mean value of the synchronization index (o)
(averaged over particles). The averaged Shannon entropy of
the cental part of the crystal (blue line in bottom panel of
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FIG. 4. (Color online) (top) Consecutive snapshots (a 300x300-pixel area of the original video) indicating the instantaneous phase
distribution for desynchronized phase states (the very left and right images, + = 1.32 s and 7 = 4.00 s), and during the synchronization
state (two middle images, + = 2.16 s and t = 2.94 s). Black dots show the position of the particles. (bottom) Evolution of the cumulative
probability p( fiyn) (red dashed curve) to find a particle with an instantaneous frequency in the band 14 Hz < f < 18 Hz around fi, the mean
value of the synchronization index (o) (averaged over particles, solid blue curve) and the averaged instantaneous amplitude of the particle
oscillations (solid black curve). Performing the averaging, about 150 particle tracks at the center of the crystal (a 145x 145-pixel area of the
original video) were taken into account. The inset shows the radial pair correlation functions taken at the indicated time moments.

Fig. 4) grows almost linearly during the first 1.5 s, and shows
a maximum at the most synchronized state.

(v) The lifetime of the synchronized state is about Az = 1 's
in our conditions. It is important to emphasize that the
synchronization pattern self-assembles (and then disappears
after a while) almost simultaneously in the phase-locking
and frequency-locking processes. It is also worth noting that
the degree of phase synchronization is maximal when the
probability to find the frequency locked in the vicinity of the
hybrid resonance is also maximal; see blue and red curves
in Fig. 4. Notice that phase and frequency synchronization
starts at small but finite amplitude of particle oscillations. It
can be clearly seen in Fig. 4 that the amplitude of the particle
oscillations (solid black line) is nearly exponentially growing
during the synchronization period. It corresponds fairly well
to the theoretical expectations [37].

(vi) The pair correlation function g(r) (see the inset in
Fig. 4) shows that the crystalline structure is preserved for
a surprisingly long time. Nonetheless, at r > 3 s, when the
oscillations become too intense, the synchronization degree
goes down indicating that the phase locking no longer takes

place and the particle oscillations desynchronize (see fourth
map shown on top of Fig. 4). The crystal melts and the partial
synchronization state is lost.

C. Tracks of synchronically oscillating particles

To study in detail the out-of-plane particle vibrations, the
mode-coupling induced crystal melting process was recorded
from the side of the monolayer at a frame rate of 103.56 fps
(see Fig. 1). The trajectories of two neighboring particles
were traced and extracted from the recorded sequence of the
side-view images. These trajectories are presented in Fig. 5.
The time averaged values were subtracted from the actual
particle positions in order to emphasize the oscillatory part of
the particle movements. Both particles exhibit an oscillatory
motion at the hybrid frequency fuy, ~ 16.5 £ 0.8 Hz. Their
motion consists of the vertical (“out-of-plane”) and horizontal
(“in-plane”) approximately equally energized components.
This fact is in a fairly good agreement with that theoretically
expected [23,25,37,51]. It is also worth noting that the
trajectories shown in Fig. 5, belonging to the neighboring
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FIG. 5. (Color online) Trajectories of two neighbor particles [red
(plain diamond symbols) and blue (plain square symbols) plain lines]
exhibiting a periodic motion at the hybrid frequency ~ 16.5 £ 0.8 Hz
in both the vertical and horizontal directions. The dashed light-blue
(opened square symbols) and light-red (opened diamond symbols)
lines are the projection on the (x,#) and (z,7) planes.

chains of particles, present antiphase oscillations in pretty good
agreement with that shown in Fig. 4. (The measured phase
difference is in the z direction, (A¢.) = (1.03 £ 0.10), and
in the x direction, (A¢,) = (1.49 £ 0.70)7. The large error in
the last case can be explained by the fact that the laser sheet
was not properly aligned along the crystal main axis.)

The interpenetrating antiphase oscillating “sublattices™ is
the general pattern most closely explaining synchronization in
a 2D plasma crystal; see Fig. 6. In this sense, the synchronized
state of a 2D complex plasma obeys the common well-
established rule stated in Ref. [1]: “symmetry breaking governs
the ways that coupled oscillators can behave.”

V. DISCUSSION AND CONCLUSION

The equation of motion of each particle in an infinite quasi-
2D crystal can be written as
d’r dr
msz = —mvd—lj - me.om(z] — Zeg)e; + Z F;; +L;,
I'#
(@)

where m is the mass of the microparticles, r; = {x;,y;,z;} is
the coordinate of the jth particle, z., is the vertical equilibrium
coordinate same for all particles (the particles are assumed
to be monodisperse), e, is the unit vector in the vertical z
direction, v is the neutral gas drag coefficient, Qconr = 27 f,
is the confinement parameter of the vertical confinement
potential well (here assumed to be parabolic). The Langevin
force is defined as

(Lj(1) =0, (L;(t + 0Lg(t)) = 2vmT§;5().

where T is the temperature of the background gas (thermostat)
in energy units [here, &1 is the Kronecker § and §(7) is the
Dirac § function]. F;; = F(Ii) + K is the interaction force
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FIG. 6. Two superposed images of the lattice layer separated in
time by a half period (Ar 2~ 0.032 s). The absolute time moment,
1 2.7 s, was taken close to the maximum of the synchronization
index; see Fig. 4. The white and black dots represent the particle
positions. The mean interparticle separation in the chosen region is
(a) =470 & 16 um. Three sets of parallel dashed lines are shown
to guide the eye. The stacked images were shifted along the main
deformation direction to graphically demonstrate the character of the
particle vibrations. The main deformation direction is as the dotted
lines indicate. Note that in this direction the lattice is about 7-9% more
compact. Importantly, the distance between the in-phase oscillating
rows of particles is kept nearly constant.

between the two particles. This force consists of the screened
Coulomb interaction

o o Fi
FO =02 (14 2 exp( - 2L
=2 i D P Ap

and the ion-wake-mediated interaction force F(,'J”,), introduced,
e.g., in Ref. [23]. In [23], by using a simple model, in which
the ion wake was modelled by a pointlike positive charge
located at a fixed distance below the particle, it was shown
that the longitudinal in-plane and transverse out-of-plane
wave modes w(k) merge at a certain critical value of Qcon.
Strongly coupled vertical and horizontal particle movements
result in the formation of the hybrid mode. The hybrid mode
emergence is characterized by a positive growth rate, which
can trigger the mode-coupling instability (see Refs. [23,25,37]
for details). Calculations done for a more refined wake
potential model (performed in Refs. [34,35]) do not change
the main characteristics of the mode coupling. According to
[23,25,37,51], the hybrid mode has both in-plane longitudinal
and out-of-plane transverse components, which are equally
strong. In Ref. [25], it is also shown that the coupling occurs
close to the boundary of the first Brillouin zone. All these
predictions are well in line with our observation results.

As can be seen in Figs. 2 and 3, most of the spectral
energy of fluctuations is concentrated in the hybrid modes
excited in the most unstable direction (i.e., for 6 = 0° in
our adopted frame of reference). Consequently, the particle
motion surveyed from the top view should be mainly seen as
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oscillations around the equilibrium positions, occurring in this
direction at the hybrid frequency. Figure 5 confirms that the
hybrid mode has both the vertical and horizontal components.
In Fig. 4, it can be seen that the entire rows comprising 10-20
particles have the same instantaneous phase, especially at the
latest stage of the instability (before the crystal melts). This
effective “one-dimensionalization” by phase and frequency
locking deeply affects the synchronization pattern. As already
mentioned in the previous section, it can also be seen in Fig. 4
that every two consecutive rows containing “in-phase” moving
particles oscillate almost in antiphase with each other. The
latter can be explained by the fact that the hybrid mode with
synchronized particle motion has a wave number k > knyp
closely obeying the relationship ka =~ kpy,a >~ 7. Since the
wave oscillations of the particle j are proportional to e/*%i,
we immediately conclude that for such k the motion of
neighboring particles should indeed be almost antiphase; see
also Ref. [23].

When the instability is triggered, only the oscillations
associated with the hybrid mode can surpass the damping,
while all other wave modes tend to equilibrium with the
surrounding plasma. Consequently, the kinetic energy is
accumulated in the hybrid mode and the amplitude of the
corresponding oscillations grows exponentially, hiding any
motion related to other modes sustained in the crystal. This
effect explains why the particle motion gets synchronized with
time in the direction of the main instability, and the amplitude
exhibits an exponential growth (see Fig. 4). Moreover, it is easy
to show that, by making a second order Taylor expansion of the
force between two neighbor particles, a coupling between the
particle phases of both the in-plane motions and out-of-plane
motions exists (i.e., terms in x;z;1, 2;Xj41, XjXjq1, and
zjzj+1, which make a dependence of the force exerted on
the jth particle on the horizontal and vertical phases of the
(j + Dth particle automatically appear). It is well known that
oscillators with any phase-dependent interaction can evolve
until their phases are (partially) synchronized [12].

Since the hybrid mode with maximal increment has only
a very weak shear in-plane component (Fig. 3), it naturally
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occurs that rows of particles which belong to equivalent
elementary cells must have synchronized motion (two cells are
equivalent when the translation necessary to pass from one to
the other results in a phase shift such that A® mod 27 = 0).

‘When the amplitude of motion is too large, the monolayer
becomes disordered and the synchronization power naturally
vanishes.

In Fig. 4, it can be seen that only two of three possible
equivalent by symmetry directions were excited. We believe
that the third direction has a higher excitation level due
to inhomogeneity of the horizontal confinement, leading to
inhomogeneities in the density of the crystal, breaking the
symmetry of synchronization pattern.

It is worth noting that despite synchronization in plasma
crystals was so far never systematically studied, traces of
the synchronized particle motion could be also detected in
Ref. [36] (especially at a low discharge power and low gas
pressure). Interestingly, when the crystal layer is not circular
but elliptical, the synchronization pattern seems to be preferen-
tially observed in the direction of the minor axis of the ellipse.

Thus, we have shown that during the mode-coupling
induced melting, the formation of the unstable hybrid mode
leads to the partial synchronization of the particle motion
in the direction of the main instability. It was evidenced by
analysis of the instantaneous phase, instantaneous frequency,
and synchronization index (Shannon entropy). The frequency
and the phase synchronization processes could be explained by
the fact that only wave modes at the hybrid frequency have a
positive growth rate while the other modes are well attenuated
by the damping.
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The full melting of a two-dimensional plasma crystal was induced in a principally stable monolayer by localized
laser stimulation. Two distinct behaviors of the crystal after laser stimulation were observed depending on the
amount of injected energy: (i) below a well-defined threshold, the laser melted area recrystallized; (ii) above
the threshold, it expanded outwards in a similar fashion to mode-coupling instability-induced melting, rapidly
destroying the crystalline order of the whole complex plasma monolayer. The reported experimental observations
are due to the fluid mode-coupling instability, which can pump energy into the particle monolayer at a rate
surpassing the heat transport and damping rates in the energetic localized melted spot, resulting in its further
growth. This behavior exhibits remarkable similarities with impulsive spot heating in ordinary reactive matter.

DOTI: 10.1103/PhysRevE.97.043206

L INTRODUCTION

Complex (or dusty) plasmas are weakly ionized gases
containing solid micro- or nanoparticles (often referred to as
dust particles). Due to interactions with electrons and ions in
the ambient plasma, dust accumulates a net electric charge
[1-3]. In laboratory low-pressure gas discharges, this charge
is negative due to the high mobility of the electrons. By
injecting monosized spherical microparticles in the sheath of
a capacitively coupled radio-frequency (cc-rf) discharge, it is
possible for particles to form a monolayer. This is a result of all
the microparticles levitating at the same height in the sheath
region above the lower electrode where the electric field is
strong enough to balance gravity and ensure stiff confinement
[4,5]. Under specific conditions, they form strongly coupled
ordered structures known as two-dimensional (2D) complex
plasma crystals [6-11].

2D complex plasmas are often used as model systems
for studies of generic phenomena occurring in liquids and
crystals at the kinetic (particle) level [3]. In such systems, it
is indeed possible to obtain complete information about the
state of the whole system of particles in the kinetic (x,v)-
space. This offers an important advantage for the investigation
of collective processes occurring in strongly coupled media
including melting and recrystallization [12—15], mass and heat
diffusion [16], solitons and shocks [17].

In 2D complex plasmas, as in any strongly coupled 2D
system, two in-plane wave modes can be sustained. In crystals,
one of these modes is longitudinal, while the other is transverse,
with both having an acoustic dispersion [18]. Since the strength
of the vertical confinement due to the sheath electric field is
finite, there is a third fundamental wave mode with negative
optical dispersion associated with the out-of-plane oscillations
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[19,20]. The propagation of dust-lattice (DL) waves in these
2D lattices is often used as a diagnostic tool to determine
parameters of the plasma crystal since the wave dispersion
depends directly on them [8,21-23].

In the sheath of a cc-rf discharge, the ion stream coming
from the bulk plasma and directed toward the electrode is
focused downstream of each negatively charged particle of
the monolayer and creates a perturbed region called the “ion
(or plasma) wake.” Ion wakes exert an attractive force on the
neighboring particles. They can thus be considered as an (ex-
ternal) “third body” in the interparticle interaction resulting in
non-reciprocal particle pair interactions [24—27]. Under certain
conditions, this can lead to the formation of an unstable hybrid
mode and the melting of the crystalline monolayer when the
out-of-plane mode crosses the in-plane compressional mode:
the mode coupling instability (MCI) [28-32]. The hybrid mode
has clear fingerprints: critical angular dependence, a mixed
polarization [33], distinct thresholds [30], and synchronization
of the particle motion [34].

Wake-induced mode coupling is also possible in liquid
complex plasma monolayers [31]. Remarkably, in such cases,
the confinement and dust particle density thresholds, which
are important features of the MCI in 2D complex plasma
crystals, disappear and the instability has a higher growth rate.
Consequently, conditions exist for which both the crystalline
and the fluid states are viable, meaning no crossing of the
modes in the crystal state and MCI growth rate high enough in
the fluid state to prevent crystallization. This explains why,
in many experiments, the crystallization of a monolayer is
achieved only by increasing the gas pressure and/or the rf
power (confinement strength is an increasing function of the
discharge power [35]). In addition, it is in principle possible to
trigger sporadic melting of a stable crystal which is not too far
from the crystalline MCI threshold by applying a sufficiently
strong mechanical perturbation.

©2018 American Physical Society
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FIG. 1. Sketch of the experimental setup. The left inset shows an
elementary cell of the hexagonal lattice and the frame of reference
chosen in this article. The orientation of the wave vector k is measured
in respect to the x axis. The right inset is a snapshot of the crystal
after 0.25 s of laser heating. The red ellipse shows where the laser
light beam interacts with the monolayer.

In this article, we demonstrate experimentally that wake-
mediated resonant mode coupling can be induced in a prin-
cipally stable 2D plasma crystal (no crossing of the modes)
levitating in the sheath of a cc-rf discharge through an ex-
ternal excitation mechanism. Localized laser stimulation of
the monolayer can trigger MCI-induced melting of the stable
crystal if the injected energy is sufficient to create a melted spot
in which the excess energy due to the fluid MCI is high enough
to overcome neutral damping and heat conduction in the rest
of the crystal. This causes a further increase in temperature
leading to the extension of the melted area over the whole
monolayer in a kind of uncontrolled positive feedback. This
uncontrollable melting exhibits similarities with impulsive
spot heating in ordinary matter.

II. EXPERIMENTAL SETUP

The experiments were carried out in a cc-rf glow discharge
at 13.56 MHz (modified GEC chamber). A sketch of the setup
is presented in Fig. 1. The argon pressure pa, was between
0.6 and 1 Pa, and the forward rf power Pgp was between 10
and 20 W. In the bulk discharge, the electron temperature was
T, = 2.5eV and the electron density wasn, = 2 x 10°cm—>at
par = 0.66 Paand Prr = 20 W [36]. Melamine-formaldehyde
spherical particles with a diameter of 9.19 £ 0.09um were
levitated in the plasma sheath above the lower rf electrode
and formed a horizontal monolayer, up to 60 mm in diameter.
The dust particle suspension was illuminated by a horizontal
laser sheet. The particles were imaged through a window at
the top of the chamber by a 4 Megapixel Photron FASTCAM
Mini WX100 camera at a speed of 250 frames per second.
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FIG. 2. Longitudinal and transverse current fluctuation spectra
at an angle 6 = 0°. The dotted black curves represent the fitted
dispersion relations.

The particle horizontal coordinates, x and y, and velocities, v,
and vy, were then extracted with subpixel resolution in each
frame. An additional side-view camera (Basler Ace ACA640-
100GM) was used to confirm that we were indeed working
with a single layer of particles. More details can be found in
previous publications [30,32,37].

A SpectraPhysics Millennia PRO 15s] solid-state 532-nm
laser with a continuous-wave (cw) output power of 0.30-2 W
was focused for a short period of time on the crystal. Particles
in the laser spot were accelerated and the crystal was melted
locally. At the crystal surface, the laser spot had an elliptical
shape with its major axis in the direction of propagation and
the illuminated area was S;. ~ 0.32 mm?. The duration of the
laser pulse was varied from 0.05 s to 0.65 s.

III. RESULTS
A. Characterization of the stable crystal

Prior to laser excitation, a stable 2D crystal with respect to
the mode coupling instability (no crossing of the eigenmodes
[30]) was levitated above the rf electrode. In the set of
experiments presented in this article, the following discharge
conditions were chosen: pa, = 1.04 Pa and Prr = 12 W. For
each run, the same microparticles were used and, in case of
melting induced by the laser excitation, the monolayer was
recrystallized by increasing argon pressure and rf power. The
discharge conditions were then restored to the chosen values
and the crystalline monolayer was allowed to relax a few
minutes before the next laser pulse.

From the particle positions, the mean interparticle distance
A =415+ 10 um (number density nop = 675 & 20 cm™2)
was obtained by calculating the pair correlation function
and measuring the position of the first peak. Using parti-
cle velocities, the in-plane compressional and shear particle
current fluctuation spectra of the crystalline monolayer were
computed. In Fig. 2, the spectra are shown for a propa-
gation angle 6 = 0° (see inset of Fig. 1). No fingerprints
of the unstable hybrid mode could be detected and only
the eigenmodes were present. By fitting simultaneously the
in-plane compressional and shear current fluctuation spectra
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by the theoretical curves of a 2D Yukawa crystal [29], the
microparticle charge QO = —13800e =+ 500e, where e is the
elementary charge, the screening length Ap = 408 47 um
and the screening parameter k = 1.0 & 0.15 were obtained.
The vertical confinement frequency was ~25 Hz, which is in
perfect agreement with a crystal far from the MCI threshold.

B. Propagation of the melting front: A threshold behavior

The laser beam was focused on the crystal so that only
a few particles were accelerated during the pulse (N < 50).
It created, at a few A in front of the laser spot position
in the direction of laser light propagation, a small melted
spot (1-4 mm in diameter) containing particles having high
velocities. Depending on the pulse duration and the laser
power, the melted area recrystallized or expanded over the
whole crystalline monolayer. By tracking the particles during
and after the laser pulse, the evolution of the particle kinetic
energies was measured, and the energy injected by the laser
into the crystal was estimated. At the end of the laser pulse,
the total kinetic energy of the particles in the camera field of
view (FoV) was at its maximum. However, the particles in the
melted spot had trajectories directed along the direction of the
laser beam. By looking at the first and second moments of the
velocity distribution function in x and y, thermalization due to
collisions with other particles was completed after 5, = 0.5 s
(similar Maxwellian velocity distribution centered on 0 in x
and y [38]).

In Table I, the sum of the kinetic energies of the particles
K, =", Ki(t) (total energy) in the camera FoV at the end of
the laser pulse [ K (f,n)] and after thermalization ([ K, (fon + fin)]
are listed for the different runs. As expected, at a given laser
power, the total energy increased with the pulse duration. The
energy after thermalization was slightly smaller due to damp-
ing by the neutral background and heat transport in the whole
crystalline suspension (which was not entirely comprised in the
FoV). Before the laser pulse, the average kinetic temperature
of the particles was estimated at 7y = 0.13 4 0.05 eV, giving
a total energy in the field of view K, < 800 eV. Thus, the
measured total energy just after the laser pulse corresponds
roughly to the energy injected by the pulse into the crystal
since it was always much higher than a few keV.

In Fig. 3, the state of the monolayer at the end of the
experiment (recrystallized or fully melted) is plotted as a
function of the total energy after thermalization. As can be
seen, when K (7o, + #) reached = 40 &+ 1keV (corresponding
to fon = 500 ms at P, = 0.85 W), the crystalline monolayer
fully melted. The observed step function is a clear sign of a
threshold phenomenon.

In Figs. 4 and 5, we illustrate the difference between
two experiments showing either recrystallization or melting
(experiments 19 and 20, respectively; see Table I). In Fig. 4,
the monolayer Voronoi map (colored according to |We|) and
the kinetic energy map are presented for two experiments using
the same laser pulse setting. Here, Ws(j) = (1/N) ZIN:1 el
where N is the number of closest neighbors and 0, is the angle
of vector linking the jth to the /th particle with respect to the x
axis. This order parameter |Ws| represents the deformation of
a hexagonal cell from a perfect hexagon (|Ws| = 1). As can be
seen, before the laser pulse (1 = 0'), the crystalline monolayer

TABLE I. Laser power P, pulse duration #,,, the sum K, of the
kinetic energy of the particles in the camera FoV, and, depending
on whether the crystal recrystallized at the end of the laser pulse or
melted, the transition time #, before recrystallization or the inverse
of energy growth rate yg", respectively. The boldface entries are the
experiments for which a full melting of the monolayer was induced
by the laser pulse.

Expt. Pt K(ton) Ki(ton + 1) [
W) (s (keV) (keV) (s)

1 03 050 622405 31401 —

2 035 050 7.65+05  3.6+0.1 —

3 040 050 113+ 1.0 48402 —

4 045 050 13.0+ 14 77405 —

5 050 050 182+20 83402 —

6 055 050 23.0+21 146+05 —

7 060 050 21.9+30 158 %02 —

8 065 050 255+ 1.5 210404 059+ 0.03

9 070 050 28.5+24 209+ 12 —

10 075 050 33.1+35 230410 —

11 080 050 401+ 13 370411 095+ 0.03

12 085 030 144+13 97404 —

13 085 040 428435 307+06 053 £ 002

14 085 050 48.1+4.1 457407  0.92 + 0.02

15 085 050 343+ 11 371405 1.86+003

16 085 050 434 +32 350 £ 15 2.60 £+ 0.10
17 085 055 433 +27 409+ 1.1 0.87 £ 0.04
18 085 0.55 52.4+21 63.0+18 1.26+0.01
19 085 055 426+39 400+13 3.13 £ 0.03
20 085 055 49919 51.9+12 0.97 £0.01
21 085 0.60 60.6+13 62.2+12 1.21+0.01
22 085 0.65 64.1 +14.3 58.3 +£10.2 1.21 + 0.01
23 200 005 120+£74 8.0 £ 0.2 —

24 2.00 020 409 +3.6 41.0 £2.0 1.23 +0.01

was cold in both cases with 7 >~ 0.13 eV and the crystals were
almost perfect with only a few dislocations and a few grain
boundaries. At the end of the laser pulse (r = 0.55 s), a melted
spot (high kinetic energy and low values of |W|) could be
seen in the center of the frame. In both cases, compressional
waves traveled preferentially in the direction of the laser beam
(positive y direction) due to the nonthermalized motion of
the excited particles. At7 = 2's > to, + 1y, the particles were
thermalized and compressional waves emerged from the hot
spot isotropically. It was observed that, in both cases, the
melted spot became slightly larger than at = 0.55 s due to
heat transport in the crystalline monolayer. However, the spot
in experiment 20 showed a slightly larger melted spot and the
particle kinetic energies were slightly higher.

This observation is confirmed in Fig. 5, in which the time
evolution (after the laser pulse) of the radius of the melted
zone (MZ) and the evolution of the total kinetic energy in the
MZ and the camera FoV are plotted. In this article, the MZ is
defined as the area in which the mean kinetic energy is greater
than 30 eV [39]. As can be seen in both experiments, most
of the kinetic energy in the FoV is carried by the particles in
the MZ, though in experiment 19, the injected energy and the
radius of the MZ were slightly smaller. In both cases the kinetic
energy and MZ radius initially increased, but in experiment 19
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FIG. 3. State of the monolayer (red, melted or black, unmelted)
at the end of the experiment as a function of K\(fo, + #). Each
experiment of Table I is indicated by an arrow of the appropriate
color. A threshold at ~40 keV is clearly identified. The inset shows
the transition time before recrystalization sets in for injected energies
below the melting threshold. The blue line is a guide for the eye.

the total energy inside the MZ became stable, meaning that
the kinetic energy began to decrease. On the contrary, Kyz
continued to grow in the case of experiment 20. After ~2.25's,
the MZ started to shrink in experiment 19 and the total energy
started to decrease while both parameters kept growing in the
case of experiment 20 (the energy growth seemed exponential).

¥

0 02 04 06 08 1 001 01 1 10 100 1000

FIG. 4. |Ws| maps (a, ¢) and energy maps (b, d) of the crystal
during Expts. 19 (a, b) and 20 (c, d) (see Table I). Each map is a
square of 24.6 x 24.6 mm?.
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FIG. 5. (a) Evolution of the sum the kinetic energies of the
particles in the field of view and in the melted zone as a function
of time for Expts. 19 and 20 (see Table I). (b) Evolution of the radius
of the melted zone as a function of time.

Finally, in the case of experiment 19, after ~3.1 s, the total
energy exhibited an exponential decay while the MZ was
rapidly shrinking, denoting recrystallization. In experiment 20,
the energy kept growing and the MZ eventually extended to
the whole monolayer. After 3.5 s, the radius of the MZ grew
quasi linearly with a velocity vyz ~ 2 mm/s. A snapshot of
the monolayer during the final stage of both experiments can
be seen in Fig. 4 (1 = 5's).

Another interesting observation is the existence of a transi-
tion period before the recrystallization sets in for injected en-
ergy below the melting threshold. For the purpose of analysis,
the transition time f,, is defined as the time before K exhibits
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a clear exponential decay after the end of the laser pulse [40].
In experiment 19, the transition time was 3.13 s [see Fig. 5(a)].
As can be seen in the inset of Fig. 3, the transition time gets
longer as the input energy gets closer to the induced-melting
energy threshold (experimental values are listed in Table I).
For the experiments with injected energy above the threshold
the energy growth looked nearly exponential. In Table I,
the measured growth times yg" are listed [41]. The average
measured value was yg" =1.14+02s.

IV. DISCUSSION

As reported in the previous section, the laser-induced
melting of the crystal exhibited a clear energy threshold: above
a well-defined amount of energy injected by the laser, the
full melting of the crystalline monolayer was triggered. The
mechanism by which the monolayer melted can be understood
when taking into account the existence of the MCI in fluid
monolayers. It was indeed shown by Ivlev er al. [31] that
the wake-induced coupling of wave modes always occurs
in 2D fluid complex plasmas and, contrary to MCI onset in
2D complex plasma crystals, there is no confinement-density
threshold. This means that for sufficiently low damping rates
the energy input from the fluid MCI (i.e., energy transferred
by the ion flow to the crystal) can prevent crystallisation
of the monolayer. Moreover, if a large enough melted spot
is induced in the crystalline monolayer, the energy input
from the localized fluid MCI will not be dissipated rapidly
enough (through neutral damping and heat conduction in the
crystal), causing a further increase in temperature triggering
the expansion of the melted area in an uncontrolled positive
feedback. This mechanism will lead to the total destruction of
the crystalline monolayer as observed for regular MCI-induced
melting of 2D complex plasma crystals [30-32,42,43]. Such
an “explosive melting” of a 2D complex plasma crystal has
been recently studied in detail by Yurchenko er al. [43] and
was found to be similar to impulsive spot heating and thermal
explosion in ordinary matter [44].

In the presented experiments, the laser pulse created a
localized melted spot in the crystal where the fluid MCI exists.
The spatial temperature distribution 7'(r,7) in a continuous
reactive medium, including damping, can be described by the
following heat equation [43,44]:

T T 2w X9 ( oT
o i oy X0 1
o "oy c T @

with the initial condition

TG0y =Ty + — 20 ( r ) o))
r,0) = ———exp|—=5—).
T 2mwinanC P 2wy,

where E| is the energy injected by the laser pulse, wyz is the
width of the melted zone, C =~ 2-3 is the heat capacity per
particle, y, is the Epstein damping rate (for our experimental
conditions, y; = 1.21 £0.13 s~! [45]), and x is the thermal
diffusivity.

In Eq. (1), the first term in the right-hand side is the
heat input due to the fluid MCL Since fluid MCI essentially
develops when the correlations between the particles are
largely destroyed (so that a horizontal layer, uniform and of
infinite extent, can be considered [31]), it supposes a significant

overheating compared to the melting temperature 7,, of a
2D complex plasma crystal (7, ~ 10-20 eV in our condition
[46,47]). Consequently, the MCT heat source term requires the
introduction of an activation temperature 7, well above T;,. It
was indeed demonstrated that pair correlations are destroyed
when the monolayer temperature is well above the melting
temperature [48,49]. Accordingly, the fluid MCI heat source
can be roughly modeled as a reaction rate governed by the
Arrhenius law

o) _ pwale 11

= 3
Cnap C ®
which can be approximated by [43]
o) o, T<T, @
Cnp  |29%, T>7,

where pyaTx 18 the saturated fluid MCI heat source with
the fluid MCI growth rate yyq and the saturation tempera-
ture T ~ 1-3 keV. In a recent study on the melting front
propagation in MClI-induced 2D crystal melting, the activation
temperature was found to be 7, ~ 150 eV [43]. The saturation
temperature T, arises from the thermal spreading of the
monolayer which inhibits the mode crossing and consequently
the fluid MCI growth rate [31].

Since Ty < T,, we can neglect 7. Equation (1) can be then
written in a dimensionless manner,

90 _ 10 _rgy 10 (00 &

— =Ae —Ireo+_-—\fFf—= ).
T 7 or oF

where © = T/T,,7 = r/r* with r*> = E/nCT,, T = t/1*

with t* = r*2/x. The initial condition becomes

1 P
O(F,0) = m exp (—@), 6)
with Wmz = wmz/r*. The normalization
fozx fom O(F,0)fdidp =1 determines the characteristic
length scale. Thus, in its dimensionless form, the problem is
characterized by two numbers:

_ y';CITocElﬂ @
C?xnypT}
and
2yqE) 2va T,
vabi 2V day ®)

CxnpT,  yvar Too

Equation (5) is similar to the one describing impulsive spot
heating and thermal explosion in ordinary matter with the ad-
dition of a dimensionless damping coefficient I" [43,44]. When
there is no damping and the heating of a reactive medium oc-
curs within a sufficiently localized spot (so it can be accurately
described with a Dirac distribution), the subsequent thermal
evolution is characterized only by A which identifies a bifurca-
tion between two distinct regimes. When exceeding a critical
threshold, the heat equation exhibits rapid temperature growth.
For a 2D system, the critical value is A(I" = 0) = 9.94 [44].
The damping term increases the critical value: numerical
estimates are, for example, A, (I" =1.5) ~ 17 and A,(I" =
2.5) ~21. In our experimental conditions, we assume that
the thermal diffusivity of the crystal was x ~ 10 mm?/s [16]
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FIG. 6. Evolution of the temperature profile. (a) Experiment 19:
recrystallization, (b) Experiment 20: melting. Solution of Egs. (1)
using the reaction model (4): (c) slightly below threshold, (d) slightly
above threshold. For the numerical profiles, the following parame-
ters were used: x =9 mm?/s, yy = 1.257", yuar = 0.9 57!, Toy =
1800 eV, T, = 105 eV, nyp = 6.75mm 2, C =2, wyz = 1.15 mm
and (c) E; =40103 eV (A =24.2497, T =3.7722) and (d) E; =
40103.7 eV (A = 24.2506, I = 3.7722).

and yya ~ g ~ 0.9 s~1. By fitting the temperature distribu-
tion after laser excitation with a 2D Gaussian for experiments
near threshold, the width of the melted zone was wyz ~
1-2 mm [50], which is noticeably smaller than the characteris-
tic length r* ~ 4.5 mm. These experimental parameters yield
the value of I' ~ 2—4 and, at threshold energy, A ~ 10-30,
in remarkable agreement with the theoretical estimate. Note
that the width of the MZ has a significant effect on the
energy threshold since at a given injected energy a wider spot
results in a significant portion of the energy being distributed
over particles with a kinetic temperature below the activation
temperature. Moreover, for large melted spots (wyz > r*), the
problem is no longer characterized by a single dimensionless
number and the threshold depends on the temperature of the
melted spot and its size [44,51].

In Fig. 6, the evolution of the temperature profile is pre-
sented for experiments 19 and 20 and the numerical solution
of Egs. (1) and (4). The input parameters have been chosen
to reproduce qualitatively the experimental observations. As
can be seen in all cases, the energy is transported from the
MZ to the rest of the crystalline suspension. The instability
provided energy to the microparticle suspension inside the fluid
region, which is partially transported in the crystal through heat
conduction and partially dissipated through neutral damping.
For these reasons, the size of the melted area can slightly

increase even if the total input energy is below the required
melting threshold. As reported in the previous section, when
increasing the amount of injected energy while staying below
threshold (for example, increasing the duration of the laser
pulse), the crystallization is delayed. This behavior was also
observed in the numerical solutions and can be explained by
the amount of energy pumped by the fluid MCI into the melted
spot which depends directly on its size. Indeed, crystallization
can occur only after enough energy has been removed from
the MZ. Consequently, this suppresses the fluid MCI heat flux
[Figs. 6(a) and 6(c)]. This transition period is longer for larger
spots since a significantly larger amount of energy has to be
removed due to the fluid MCI energy input. When the injected
energy is slightly above the threshold, fluid MCI delivers more
energy to the monolayer than what can be extracted away from
the MZ which grows as a result [Figs. 6(b) and 6(d)]. The
melting pattern is then similar to the one observed in the regular
(crystal) MCI induced melting of a crystal [29-32,43].

In all experiments in which the melting was successfully
induced, the MZ radius grew at a constant velocity. For 7
large enough in Eq. (5), the last term on the right-hand side
tends asymptotically toward 32® /372, reducing the problem
to one dimension. The reaction model Eq. (3) or (4) in the
evolution Eq. (1) defines a bistable system, with two uniform
stationary solutions [in the reduced version with 7o = 0 and
the rate Eq. (4), these states are 0 and O, = A/ T']. With
inhomogeneous boundary conditions, the front profile is a
heteroclinic connection between these two states, propagating
at constant velocity vyiz. As the MZ radius grows linearly,
a self-similar solution O(7,7) = O(X), with X =7 — Iyzt,
where Tz is the dimensionless velocity of the melting front,
can be obtained analytically using the approximation Eq. (4)
[43].

exp(—o1X), X >0,
o0 = {70 ©
Omax + (I — Oma) exp(—02X), X <0,

withoy = (Dmz/2) + VAT + ty,/2 > 0Oand 0y = (Imz/2) —
V4T + ©3,/2 < 0. The boundary conditions are ©(+00) = 0
and ©(—00) = Oyy,y. The position of the melting front is given
by ©(0) = 1 and its velocity is tvz = —0.0 /9xO. It exists
only if the two partial derivatives are continuous, giving the
condition

(1 = Omax)or = 071. 10)

The velocity of the melting front is then straightforwardly
obtained

an

For A > 2I' (viz. ®pyy > 2), the front velocity is positive,
which corresponds to the melting of the monolayer, due to
the fact that the final temperature is further away from the
threshold 7, than the cold crystal is (T — T, > T, — Ty =
T,). For T' < A < 2T (viz. | < Oy < 2), the front velocity
is negative, corresponding to recrystallization due to the fact
that the melted state equilibrium temperature is closer to
the activation threshold than the cold crystal is. The case
2 = 2T is the bifurcation case, for which the front would
be stationary. It would be interesting to further investigate
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this range, recalling that model Eq. (4) is very crude and
does not yield accurate values for the actual front velocity,
though being qualitatively relevant. Under our experimental
conditions, Uz ~ 0.5 —5 or vyz ~ 1 — 10 mm/s, which is
in agreement with our measured value. This velocity yields the
spatial decay exponents for the front, oy = (A —I')//A — T
and 03 = Oz — 01 = —I'/+/A — I'. The slope of the front and
the temperature difference O,y yield an estimate Oy, /07 =
1/(T'y/A —T) for its width. Given the experimental ranges of
2 and T, the front width is ®y,x/01 ~ 1 — 3 or in physical
units 4.5-13.5 mm. This value is close to the one observed in
Figs. 4 and 6.

Finally, in the framework of our model, the evolution of the
total kinetic energy in the monolayer K can be obtained

oo

Kiot(t) = 27”120/ T(r,0rdr. (12)
0

Multiplying Eq. (1) by nyp and integrating over space, one

obtains

- 2va
Kot + —Kiat = §, 13)
C
where the heat source S due to the fluid mode-coupling
instability is [using the reaction model Eq. (4)]

% O(T T [1®
S = 271/ &rdr ~ 2nnzpm/ rdr
o C c Jo

~ szmeToc rﬂz(l) = mnyp Tualeo Too u,%,lztz. (14)

C C
where r,(t) is the front radius, such that T(r,,t) = T,. The
solution of Eq. (13) is trivial and one immediately sees that, in
the limit 1 — o0, Ko o #2. This result cannot be confirmed
at the present time by experimental observations since the
video recordings of the laser-induced melting were not long
enough. In addition, using the reaction model Eq. (4), the
stage of exponential growth reported in the experiments is
lost. It has indeed been reported that, during MCl-induced
melting in crystals, the microparticles kinetic temperature in
the MZ grows exponentially until it saturates [32]. Moreover,
in the present study, the total kinetic energy growth in the
FoV seems to be nearly exponential (even though the videos
were not long enough to recover the kinetic energy evolution
over a significant energy interval to draw a firm conclusion).
However, using the reaction model Eq. (3), the stage of
exponential growth can be recovered. Indeed, the “source term”
in Eq. (§) is

(0) = Aexp(—1/0) — T'O. (15)

For A > I'exp(l) (which is always the case for A > A),
the source term ¥ has two nonzero real roots: the unstable

one ) =—1/W_;(=T'/A) <1 and the stable one ©, =
—1/Wo(=T/A) > 1 where W is the kth branch of the
Lambert W function. The maximum of ¥ occurs at Ogy =
—1/[2Wo(=0.5{/T'/1)], such that ®; < Oy < Oy. Since
T'(©)) > 0, the stage of exponential growth can be explained
by the lower, unstable root. In the early stage of the instability,
the dimensionless heat equation can be approximated by

O 19 (00 ,

9 7 aF (r 8?) ~E(O)(© - 0)). (16)
Given the experimental ranges of A and T', the unstable root
is 0.28 < ©; < 0.34 and the instability growth rate is 5 <
¥'(©) < 8. Using our experimental parameters, the timescale
is 1*=2—3's, giving a growth rate 1.7 s7! <y, <4 57"
This range slightly overestimates the reported experimental
value but, given the simplicity of our reaction rate model,
it is in remarkable agreement. It nevertheless calls for more
investigations and better modeling of the fluid MCI heat source
in order to obtain the full physical picture of the energy input
due to the fluid MCL

V. CONCLUSION

To conclude, we have experimentally demonstrated that
wake-mediated resonant mode coupling can be induced ina 2D
plasma crystal through a localized pulsed laser heating. Due to
the coexistence of a stable crystalline state and a melted state
experiencing fluid MCI, this heating can trigger a rapid full
melting of the crystalline monolayer. In a stable crystal (with
respect to crystalline MCI), an energy threshold was observed.
Below the threshold, recrystallization was always observed
with a transition period which grew longer when approaching
the threshold. The localized fluid MCI could not pump enough
energy to the microparticle suspension to maintain the fluid
state and propagate through the crystal. Above the threshold,
the full melting of the crystal was observed due to the activated
fluid MCI (i.e., the crystalline order of the whole complex
plasma monolayer was rapidly destroyed). Remarkable simi-
larities with impulsive spot heating in ordinary reactive matter
were reported.

In future investigations, detailed studies of the threshold
for various crystal parameters and laser spot sizes will be
performed. The influence of the temperature of the fluid state
on the MCI growth rate will be of particular interest.
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Chapter 4

Current and future research projects

4.1 Context

In plasma devices used for laboratory experiments or industrial applications, plasmas are
confined and bound by the walls of the vessel. Plasma-surface or plasma-wall interactions
are thus common to all laboratory plasma systems. The interface between the quasi-neutral
bulk plasma and the confining wall plays a major role in determining the plasma discharge
parameters. The plasma-wall interface (referred to as the plasma sheath) is a narrow region in
which the quasi-neutrality condition applicable to bulk plasmas does not hold. Hence non-zero
electric fields exist in the sheath region, in contrast with the quasi-neutral bulk plasma. The
flux of energetic particles to the wall and the concomitant heating of the plasma-facing surface
are determined by the properties of the sheath. Therefore, it is of fundamental importance
to many branches of plasma science and engineering to have detailed knowledge of the sheath
parameters in order to design properly plasma-facing surfaces.

In complex (dusty) plasmas, dust particles have a net electric charge due to their inter-
actions with the plasma ions and electrons (The charge is usually negative in low tempera-
ture, low pressure laboratory plasmas, see Sec. . Sheaths are form in the vicinity of dust
particles affecting the flux of charge particle on dust surfaces and the transport of dust parti-
cles. A good understanding of the dust-plasma interactions requires a good knowledge of the
sheath around these small objects as well as the local plasma parameters (electric field, ion
and electron temperatures, ion and electron velocity distribution functions, etc.). Dust-plasma
interactions are therefore part of the more general studies on plasma-surface interactions (PSI).
While sheath formation in front of conducting surface (polarised or floating) interacting with
a non-magnetised collision-less Maxwellian low-temperature plasma is very well known, sheath
formation in front of surfaces emitting particles (secondary electrons, atoms, or negative ions)
or in magnetised plasma (such as magnetron) is still poorly understood.

4.2 Main research themes

The long term objectives of my research program are to gain deep understanding of sheath
formation (at different scales) in front of different surfaces as well as to obtain clear insights
on the transport and dynamics of dust particles in plasmas. Both problems are obviously tied
together and can be formulated under three major themes:

1. Structure of plasma sheaths
2. Dynamics and transport of dust particles in plasmas

3. Formation of nanoparticle in plasmas
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My research project spans over the next few years and can be divided in four principal themes.
It is funded until the end of 2024 by the NSERC Discovery program of the Canadian Federal
government (C$170 000 (~ 110 000€)) and by the University of Saskatchewan (starting funds
C$110 000 (~ 90 000€))

4.2.1 Theme 1: Sheath studies, plasma-surface surface interactions

Specific experiments are currently in progress to study the perturbations of the bulk plasma
and the sheath in front of different biased surfaces immersed in a radio-frequency gas discharges.
Conducting surfaces (tungsten, Aluminium, stainless steal) and dielectric surfaces (SiOy, AlyO3)
are of interest. The dynamics of the plasma sheath in front of target biased with high negative
voltage pulses in the context of plasma immersion ion implantation is of particular interest. This
study already lead to a publication by PhD Student J. Moreno [see Publication 6 in App. .
This is one of the main subject of his PhD thesis (defence in early 2023). A master thesis
was also written on the subject (Ayub Khodaee MSc thesis, defended in December 2019 [287]).
Similar studies are also underway for the magnetised sheaths of magnetron targets (pulsed or
DC, MSc thesis of Mr Alex Chang, defended in October 2020 [288], currently looking for a new
student to continue this project).

The detailed study of the sheath structure also requires the implementation of non-intrusive
and sensitive diagnostics with high temporal and spatial resolution diagnostics. Indeed, the
spatial extent of a plasma sheath is about a few Debye lengths (~500 pm—~ 1 cm) and the per-
turbation of the electric potential is of the order of the electron temperature (a few volts). The
diagnostics must therefore have a spatial resolution ~10 gm and a high sensitivity (~5 V /em for
electric fields, ~1-100 m/s for velocities, ~ 1072 cm™ for densities). This cannot be achieved
using classical plasma diagnostic techniques such as Langmuir probes, microwave interferometry
(MWI) or optical emission spectroscopy (OES): intrusive diagnostics (Langmuir probes) have a
~1-5 mm spatial resolution due to the size of the probes and induce sheath perturbations (due
to the formation of a sheath around the probe itself). Integrated line-of-sight measurements
(OES, MWI) cannot achieve the desired spatial resolution. Therefore, a laser-induced fluores-
cence (LIF) diagnostic to measure the argon ion velocity distribution function (IVDF) on the
University of Saskatchewan’s ion implantation system has been installed. LIF is a diagnostic
based on resonant laser excitation between a lower electronic state of a selected system and an
excited electronic state [289, 290]. It has the ability to measure low densities of laser-excited
species (~ 10® ecm™3) [290] and to resolve IVDFs of excited species using the Doppler shift of
the excitation frequency [289]. Spatial resolutions of ~50 pum can theoretically be obtained by
imaging the fluorescence signal. This is part of the PhD project of Mr Joel Moreno who is
currently finalising measurements on a PIII system. I am looking for a new student to continue
the LIF study after the defence of Mr Moreno.

4.2.2 Theme 2: Dynamics and transport of micro- and nano-particles
in laboratory plasmas

This research theme is a direct continuation of my work at CNRS prior to my secondment
to the University of Saskatchewan. The aim is to explore two limits for dusty plasmas: (i)
very dense 3D clouds of nanoparticles produced directly in the plasma using reactive gases or
sputtering, and (ii) strongly coupled systems of calibrated microparticles injected directly into
the plasma whose motion can be resolved individually using conventional imaging methods:

— Very dense clouds of nanoparticles will be produced in a rf glow discharge at the University
of Saskatchewan. The dynamics of the dust clouds will then be studied by laser light
scattering and by light extinction spectrometry [50, 57]. The grown nanoparticles will
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also be analysed ex-situ by electron microscopy. The evolution of the plasma parameters
will be studied using OES, Langmuir probes, microwave interferometry, and LIF. For
the growth of dust in magnetised plasmas, studies are carried out in collaboration with
the PIIM laboratory (particle growth in magnetron discharges [22, 213]), the MDPX
team at Auburn University (particle growth in highly magnetised cc-rf discharges [19,
258]) and the LAPLACE laboratory at Université Paul sabatier (collaboration with Dr.
R. Clergereaux on the growth of nanoparticles in magnetised low pressure microwave
plasmas).

— Thanks to my active collaboration with DLR (German space agency), I have access to
experimental data on the transport and dynamics of injected microparticles that form 2D
and 3D strongly coupled systems. The DLR group runs the PK-4 laboratory on board the
international space station [47], an experiment dedicated to the study of complex plasmas
under microgravity conditions in order to eliminate the effects of gravity which tends to
confine the microparticles in the sheath regions where electrical forces can compensate the
weight of the microparticles. As a member of the scientific team of the PK-4 experiment,
I can propose experiments dedicated to the study of interactions between microparticles
in dense clouds trapped in plasma (last experiments performed in March 2021, analysis
in progress). In addition, the research group at DLR also has a device dedicated to the
study of monolayer complex plasma on which I regularly experiment to study waves and
plasma-specific instabilities (the mode-coupling instability induced by ion wake mediated
interactions [114] [1T5] 157, 158, [165]). This activity is essential for a better understanding
of the physics of plasma sheaths containing microparticles. A Master’s student (Navy
Smith, thesis defense at the end of 2023) is building at the University of Saskatchewan a
similar reactor dedicated to the experimental study of complex monolayer plasmas.

4.2.3 Theme 3: Dynamics, transport and lifetime of dusts in toka-
maks

Dust dynamics and lifetime are crucial information for the transport of impurities and other
related problems in tokamaks. The different forces acting on the dust such as the ion drag
force, magnetised particle flow effects, heat fluxes and ablation rates are important parameters
that need to be extracted (directly or indirectly) from experimental data. However, to obtain
accurate information, it is necessary to know the size and composition of the dust as well as
its geometry, which is often not the case for dust particles produced directly by plasma-surface
interactions.

The study of the relationship between the dynamics of calibrated spherical injected dust
particles [291] of different materials (high Z (tungsten) and low Z (boron, carbon), sizes 1-
100 pm) and the ablation rate in the STOR-M tokamak at the University of Saskatchewan
(STOR-M parameters: By = 0.5 — 0.7 T, I,; = 15 — 20 kA, n, ~ 10¥cm™3, discharge duration
~60 ms [292]) is currently in progress. It is the project of the Master’s thesis (defended in
December 2020) and PhD thesis of Mr Nathan Nelson. The trajectories of the particles are
studied using fast cameras combined with particle tracking velocimetry (PTV) and/or particle
image velocimetry (PIV) [12] 293]. The analysis of the dust trajectory is also complemented
by careful measurements of the scrape-off layer parameters (electrical probes, interferometry,
etc.). We also plan to perform emission spectroscopy to estimate the amount of impurities
injected by the dust into the plasma. By comparing the experimental measurements with the
simulation results of the dust transport models and codes [32, 294296, we expect to extract
accurate values of the ablation rate and lifetime of dust particles. This would allow us to
assess the validity of existing dust transport models [294], 295]. This work will be carried out
in collaboration with Dr. E. Barnat and Dr C. Grisolia (IRFM, CEA, Cadarache) and Prof.
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C. Martin and Dr C. Arnas (PIIM, Aix-Marseille Université) and complemented by analyses
of plasma facing components of the WEST tokamak after plasma exposure. Note that PhD
student, Mr Nelson, has already done a 6 months internship at PIIM/CEA-IRFM in 2022 in

order to work on the analyses of plasma facing components exposed to WEST tokamak plasmas.

4.2.4 Theme 4: Theoretical and numerical studies

The aim of this research theme is to develop a relevant kinetic model to interpret part of the
experimental results of Theme 1. A 1D3V kinetic model (based on the Boltzmann equation)
of sheath formation taking into account the emission of charged particles (such as secondary
electrons) from surfaces interacting with plasmas is currently under development. An under-
graduate student (Minh Duong Au) is currently working on this project. The improvement of
the current kinetic models (see for example Refs [297-299]), in order to describe accurately the
formation of the sheath in the presence of secondary electrons and taking into account the es-
sential parameters of the discharge (power, temperature and density of the gas, temperature of
the walls, velocity distribution function of the ions and electrons, electron density, ion density,
collisions, etc.), is in progress. Special attention is given to collision operators and ionisation
sources.

In the framework of a collaboration with Prof. A. Smolyakov at the University of Saskatchewan,
numerical studies are performed to study instabilities in unmagnetised and magnetised plasmas.
Numerical solutions from different codes are compared with each other (e.g. particle-in-cell
softwares such as VSim from TechX corp (https://www.txcorp.com/vsim), EDPIC, etc). This
collaboration has already lead to two publications on the subject [see Publications 7 and 12 in
App. B.].

In the particular case of magnetron discharges, a PhD student (Mr Mun Jong Hern) has
been recruited (under a cotutelle agreement with Aix-Marseille University, co-supervised by
Dr O. Agullo, Dr M. Muraglia and Dr C. Arnas at the PIIM laboratory, defence planned for
the end of 2023) in order to develop a fluid model allowing the simulation of the magnetron
plasmas under the conditions used for the growth of nanoparticles by cathode sputtering

4.3 Collaboration with industry

The startup company Fuse Energy Technologies Inc. (Fuse) in Napierville (QC) and the
Plasma Physics Laboratory (PPL) at the University of Saskatchewan are currently collaborating
to work on experimental and theoretical characterisation of flow-through Z-pinch (FZP) to
develop new methods to form and sustain FZP and possibly demonstrate increased neutron
production, net power gain and potential use for commercial applications (propulsion, neutron
source, green energy). PPL has signed a non disclosure agreement with Fuse and I am therefore
not allowed to elaborate more on the scientific details behind this collaborative research work.

The collaboration is currently funded by MITACS Globalink grant (Mitacs is a nonprofit
Canadian research organization that operates research and training programs in fields related to
industrial and social innovation in partnership with academia, industry and government agen-
cies). I currently supervised one MITACS-funded MSc student (J. Vaneigas), who is currently
finishing his thesis on the characterisation of the FZP plasma sources (defence in December
2022), and one MITACS-funded PhD student (M. Jimenez) working on spectroscopy measure-
ments of FZP plasma (defence mid 2024).
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of Tungsten Dust in the STOR-M Plasma, MSc, Physics, University of Saskatchewan
(Canada), Co-supervisor

Alex Chang, ICP Enhanced HIPIMS System Design and Characterization, MSc,
Physics, University of Saskatchewan (Canada), Co-supervisor

Ayub Khodaee, RF-compensated Langmuir Probe Diagnostics of Pulsed Plasma
Ton Implantation System, MSc, Physics, University of Saskatchewan (Canada), Co-
supervisor

Alebia Chami, Characterisation of a magnetron discharge used for nanoparticle
growth, MSc, Fusion Sciences, Aix-Marseille Université (France), Co-supervisor

Loan Terraz, Simulation Monte-Carlo de la thermalisation d’atomes éjectés par
pulvérisation cathodique, MSc, Fusion Sciences, Aix-Marseille Université (France),
Principal supervisor

Amin Ghaith, Formation of Nanoparticles in Magnetron discharge, MSc, Fusion
Sciences, Aix-Marseille Université (France), Co-supervisor

Chunxuan Hu, Agglomération de nanoparticules dans un plasma, MSc, Fusion Sci-
ences, Aix-Marseille Université (France), Principal supervisor

Undergraduate student supervision

Minh Duong Au, Vlassov-Boltzmann simulation of plasma-enhanced ion implan-
tation system, B. Eng., Engineering Physics, University of Saskatchewan (Canada),
Principal Supervisor

4h /week

Daniel Okerstrom, Construction of the light acquisition system of a laser induced
fluorescence diagnostics, B. Eng., Engineering Physics, University of Saskatchewan
(Canada), Principal Supervisor

4h /week
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2020,/01-
2021/05

2020/01-
2020/03

2019,/06-
2019/08

2018/05-
2018,/08

2016,/04—
2016,/06

2021,/01—
2021,/03

2021/091-
2012/04

2021/091-
2012/04

2021,/01—
2021 /04

2021 /01—
2021/04

2020/09—
2020/12

2020/01-
2020/04

2019/01—
2019/04

2015,/01—
2016/11

William Kozicki, Design and construction of a Langmuir probe controller, B. Eng.,
Engineering Physics, University of Saskatchewan (Canada), Principal Supervisor
4h /week

Graham Elder, PIC Simulation of E x B instabilities, B. Eng., Engineering Physics,
University of Saskatchewan (Canada), Principal Supervisor
3h/week

Jeremy Pascal, Langmuir probe measurements in an ICP discharge, B.Sc., Univer-
sité Paul Sabatier, Toulouse (France), Principal Supervisor
Summer internship,full-time

William Kozicki, Langmuir probe measurements in an ICP discharge, B. Eng.,
Engineering Physics, University of Saskatchewan (Canada), Co-supervisor

full-time

Zineb Samahna, Caractérisation expérimentale d’une décharge magnétron a courant
continu et haute pression pour la production de nanoparticules métalliques, TUT
Mesure Physique, Aix-Marseille Université (France), Principal advisor

full-time

Teaching Activities

Lectures, Phys 156: Electromagnetism and waves for engineering, Undergraduate
Course, University of Saskatchewan (Canada)
Course coordinator, 24h

Reading course, Phys 898: Plasma wall interactions in fusion reactors, Graduate
Course, University of Saskatchewan (Canada)

Seminar series, Phys 490: Physics seminars, Undergraduate course, University of
Saskatchewan (Canada)

Lectures, Phys 155: Introduction to electricity and magnetism, Undergraduate
Course, University of Saskatchewan (Canada)
Course coordinator, 36h

Reading course, Phys 865: Plasma transport and plasma diagnostics, Graduate
Course, University of Saskatchewan (Canada)

Lectures, Phys 873: Statistical physics, Graduate Course, University of
Saskatchewan (Canada)
36h

Lectures, Phys 155: Introduction to electricity and magnetism, Undergraduate
Course, University of Saskatchewan (Canada)
Course coordinator, 36h

Lectures, Phys 155: Introduction to electricity and magnetism, Undergraduate
Course, University of Saskatchewan (Canada)
36h

Tutorials and Laboratories, Experimental complex plasma physics, Master classes,
Bauman Moscow State Technical University (Russia)

~40h over two years, classes given in the framework of the international research project
”Complex plasma : interdisciplinary research” leaded by Prof. Gregor Morfill (MPE, Ger-
many) and Prof. Stanislav Yurchenko (Bauman Moscow State Technical University, Moscow,
Russia) in which I was a partner investigator.
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2013,/01-
2016,/03

2008/02-
2008,/05

2008/02-
2008,/05

2008,/02-
2008,/05

2007,/07-
2001/11

2007,/07—
2001/11

2007,/07—
2001/11

2021

2020/11-
present

2020

2019,/07—
2021/06

2018

2015

2018
2022
2020, 2021
2020, 2021,
2022

2020
2019

Lectures , Introductory lecture to dusty plasmas and plasma diagnostics, Master 2
course, Aix-Marseille Université (France)
9h/year

Teaching Assistant, Ist year Regular Physics laboratories, University of Sydney
(Australia)

Teaching Assistant, Ist year Regular Physics Workshop, University of Sydney
(Australia)

Teaching Assistant, 2nd year Computational Physics laboratories, University of
Sydney (Australia)

Teaching Assistant, Ist year Advanced Physics laboratories, University of Sydney
(Australia)

Teaching Assistant, 2nd year Computational Physics laboratories, University of
Sydney (Australia)

Teaching Assistant, Ist year electronic laboratories, Polytech’ Orléans (France)

Research Facilitation

Chair, Annual Symposium day of the Division of Plasma Physics, Annual Congress
of the Canadian Association of Physicists, June 2021
On-line symposium

Member of the Science Definition Team, COMPACT project (COMplex PlAsma
faCiliTy), DLR, NASA, ESA, NSF, ROSCOSMOS

International Space Station experiment

Chair, Annual Symposium day of the Division of Plasma Physics, Annual Congress
of the Canadian Association of Physicists, June 2020
On-line symposium

Chair, Division of Plasma Physics, Canadian Association of Physicists

Committee Member, International Scientific Committee, International Congress
on Plasma Physics, June 2018, International Union of Pure and Applied Physics

Co-Chair, local organising committee, Frontier in Low Temperature Plasma Diag-
nostics workshop, May 2015, Aix-Marseille Université (France)

Practice of professional skills

External examiner, PhD thesis, University of Alberta (Canada)
1 PhD thesis

Academic Reviewer, Research tools and Instruments grant, Natural Sciences and
Engineering Research Council of Canada

Academic Reviewer, Discovery grant, Natural Sciences and Engineering Research
Council of Canada

Academic Reviewer, Fonds de Recherche du Québec — Nature et technologies

Academic Reviewer, German Research Foundation

Academic Reviewer, Agence Nationale de la Recherche (France)
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2018

Since 2018

2016,2019
2014-2019

Since 2009

2021/07-
present

2021/07-
present

2020/07-
present

2020/07-
present

2020/07—
present

2019/07-
present

2019,/07—
2020/06

2019/07-
present

2019,/07-
2020,/07

2019,/06-
2020/05

2019/01-
2019,/06

2018/03-
present

External examiner, PhD thesis, University of Montreal (Canada)
2 PhD theses

Committee member, Graduate student advisory committee(s), Physics and Engi-
neering Physics department, University of Saskatchewan (Canada)
Numerous MSc and PhD advisory committees

Examiner, Master thesis, Master 2: Fusion sciences, Aix-Marseille Université

External examiner, PhD thesis, University of Sydney (Australia)
5 PhD theses

Reviewer, Many scientific journals including Physical Review Letters, Physical Re-
view E, Physics of Plasmas, Plasma Sources, Science and Technology, Journal of
Physics D: Applied Physics, IEEE Transactions on Plasma Science, etc

Administrative services

Chair, Graduate Affairs Committee, Department of Physics and Engineering Physics,
University of Saskatchewan

Treasurer, University of Saskatchewan Faculty Association (Canada)
Faculty union

Chair, External relation committee, University of Saskatchewan Faculty Association
(Canada)

Faculty union

Member, Joint Committee on the Management of the Collective Agreement, Univer-
sity of Saskatchewan Faculty Association (Canada)
Faculty union

Member, Equity & Internationalisation Committee, College of Graduate and Post-
doctoral Studies, University of Saskatchewan (Canada)

Chair, Committee on committees, University of Saskatchewan Faculty Association
(Canada)

Faculty union

Member, Committee on Administrative practices, University of Saskatchewan Fac-
ulty Association (Canada)
Faculty union

Member, Executive committee, University of Saskatchewan Faculty Association
(Canada)

Faculty union

Chair, Equity & Internationalisation Committee, College of Graduate and Postdoc-
toral Studies, University of Saskatchewan (Canada)

Member, Indigenous Recruitment Committee, College of Arts and Science, Univer-
sity of Saskatchewan (Canada)

Member, Nomination Committee, College of Arts and Science, University of
Saskatchewan (Canada)

Member, Graduate Affairs Committee, Department of Physics and Engineering
Physics, College of Arts and Science, University of Saskatchewan (Canada), Chair
since July 2021
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Academic collaboration activities

o Since 2020, collaboration with Dr Richard Clergereaux at Laboratoire LAPLACE
(UMR 5213) CNRS/Université Paul Sabatier, Toulouse (France) on dust particle
growth in moderately magnetised plasmas.

2020 Mourou-Strickland Mobility Program Award

o Since 2019, collaboration with Prof. Andrei Smolyakov at the University of

Saskatchewan (Canada) on numerical studies of magnetised plasmas

o Since 2018, collaboration with the PIIM laboratory (UMR 7345) at CNRS/Aix-
Marseille Université (France) on impurities and dust transport in magnetised plas-
mas (Dr Cecile Arnas, Associate Prof. Olivier Agulo, Associate Prof. Magali
Muraglia) and plasma surface interaction (Prof. Gilles Cartry, Associate Prof.
Céline Martin) .

1 Cotutelle PhD student

o Since 2017, collaboration with Prof. Edward Thomas Jr. at Auburn University,
Alabama, USA on nanoparticle growth in highly magnetised plasma using the Mag-
netized Dusty Plasma eXperiment (MDPX).
2017/07-2017/12: Invited research scholar at Auburn University, Alabama, USA

o Since 2014, collaboration with Associate Prof. Stanislav Yurchenko at Bauman
Moscow State Technical University, Moscow, Russia on experimental studies of
complex plasmas

o Since 2014, collaboration with German Aerospace Agency (DLR), Research group
on the physics of complex plasmas, leaded by Dr Hubertus Thomas on experimental
studies of complex plasmas

o Since 2013, collaboration with Dr. Fabrice Onofri and Associate Prof. Séverine Bar-
bosa at IUSTI (UMR 7343) CNRS/Aix-Marseille Université (France) on diagnostics
of nanoparticle growth in plasmas using light extinction spectrometry

o Since 2012, collaboration with Prof. E. Thomas Jr. at Auburn University, Alabama,
USA and Prof Jeremiah Williams at Wittenberg University, Springfield, Ohio, USA
on dust kinetics in two-dimensional plasma crystals.

o Since 2011, collaboration with Dr Alexei Ivlev at the Max Planck Institute for
Extraterrestrial Physics (Germany) on waves and instabilities in complex plasma
crystals

o Since 2011, collaboration with Dr Christian Grisolia at CEA, IRFM (France) on
dusts in tokamaks

e Publications
73 publications in peer-reviewed journals since 2006 including 6 articles in Physical Review Letters
(3 as lead author), h-index: 20, 940+ citations excluding auto-citations.
10 Most significant publications
1. L. Couédel, V. Nosenko, S. K. Zhdanov, A. V. Ivlev, H. M. Thomas, and G. E. Morfill, Direct
observation of mode-coupling instability in two- dimensional plasma crystals, Phys. Rev. Lett. 104,

195001 (2010).
doi.org/10.1103/PhysRevLett.104.195001

2. L. Couedel and V. Nosenko, Stability of two-dimensional complex plasma monolayers in asymmetric
capacitively-coupled radio-frequency discharges, Physical Review E 105, 015210 (2022).
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10.

doi.org/10.1103/PhysRevE.105.015210

. L. Couédel, D. Artis, M. P. Khanal, et al., Influence of magnetic field strength on nanoparticle

growth in a capacitively-coupled radio-frequency Ar/CoHs discharge, Plasma Research Express 1(1),
015012 (2019).
doi.org/10.1088/2516-1067/ab045e

S. Barbosa, L. Couédel, C. Arnas, et al., In-situ characterisation of the dynamics of a growing dust
particle cloud in a direct-current argon glow discharge, J.Phys. D : Appl. Phys. 49, 045203 (2016).
doi.org/10.1088,/0022-3727/49/4/045203

. S. Mitic, S. Coussan, C. Martin,and L. Couédel, Hydro-carbon material design in a capacitively

coupled radio-frequency discharge, Plasma Processes and Polymers 15 1700152 (2018).
doi.org/10.1002/ppap.201700152

. S. Khrapak and L. Couédel, Dispersion relations of Yukawa fluids at weak and moderate coupling,

Physical Review E 102, 033207 (2020).
doi.org/10.1103/PhysRevE.102.033207

L. Couédel, V. Nosenko, M. Rubin-Zuzic, et al., Full melting of a two-dimensional complex plasma
crystal triggered by localized pulsed laser heating, Physical Review E 97(4), 043206 (2018).
doi.org/10.1103 /PhysRevE.97.043206

. J. Moreno, A. Khodaee, D. Okerstrom, M. P. Bradley, and L. Couédel, Time-resolved evolution

of plasma parameters in a plasma immersion ion implantation source, Phys. Plasmas 28, 123523
(2021).
doi.org/10.1063/5.0063610

. S. Mitic, J. Moreno, C. Arnas and. L. Couédel, Diagnostics of a high-pressure DC' magnetron

argon discharge with an aluminium cathode, Eur Phys. J. D 75, 240 (2021).
doi.org/10.1140/epjd /s10053-021-00239-9

L. Couédel, V. Nosenko, S. K. Zhdanov, A. V. Ivlev, H. M. Thomas, and G. E. Morfill, First direct
measurement of optical phonons in 2D plasma crystals, Phys. Rev. Lett. 103, 215001 (2009).
doi.org/10.1103 /PhysRevLett.103.215001

o French (mother tongue)
o English (fluent)
0 German (European Bl level)

meesm——— Hobbies

Theater Actor in the Programme d’Improvisation Francophone, Saskatoon, Canada
Sports  Rugby (Gophers Rugby Football Club, Saskatoon, Canada), Hiking, Rock climbing

8/8



Appendix B

Complete list of publications and
presentations

73 publications in peer-reviewed journals since 2006 including 6 articles in Physical Review
Letters (3 as lead author), h-index: 20, 940+ citations excluding auto-citations.

B.1 Articles in refereed journals

1.

10.

C. A. Knapek, L. Couédel, A. Dove, J. Goree, U. Konopka, A. Melzer, S. Ratynskaia, M.
Thoma,H. M. Thomas,“COMPACT - A new complex plasma facility for the ISS”, Plasma
Phys. Control. Fus., In press (2022)

L. Couédel,“Temporal dusty plasma afterglow: A review”, Frontiers in Physics 10, Spe-
cial Issue: Particle Interaction With Afterglow Plasma and Non-Quasi-Neutral Plasma
(Editor: John Goree), 1015603 (2022)

C. Arnas,T. Guidez,A. Chami, J. H. Mun, and L. Couedel, “Forces applied to nanopar-
ticles in magnetron discharges and the resulting size segregation”, Physics of Plasmas29,
073703 (2022)

N. Nelson, L. Couédel, and C. Xiao, “Design and Characterization of a Dust Dispenser
for Tungsten Dust Injection Experiments in the STOR-M Tokamak”, Radiation Effects
and Defects in Solids 177, 181 (2022)

L. Couédel and V. Nosenko, “Stability of two-dimensional complex plasma monolayers

in asymmetric capacitively-coupled radio-frequency discharges”, Review E 105, 015210
(2022)

J. Moreno, A. Khodaee, D. Okerstrom, M. P. Bradley, and L. Couédel, “Time-resolved
evolution of plasma parameters in a plasma immersion ion implantation source” Phys.
Plasmas 28, 123523 (2021)

A. Tavassolil, O. Chapurin, M. Jimenez, M. Papahn Zadeh, T. Zintel, M. Sengupta,
L. Couédel, et al. “The role of noise in PIC and Vlasov simulations of the Buneman
instability”, Phys. Plasmas 28, 122105 (2021)

S. Mitic, J. Moreno, C. Arnas and. L. Couédel “Diagnostics of a high-pressure DC mag-
netron argon discharge with an aluminium cathode” Eur Phys. J. D 75, 240 (2021)

X. Yang, D. Kogut, L. Couédel, et al. “TALIF measurements of hydrogen and deuterium
surface loss probabilities on quartz in low pressure high density plasmas”, Plasma Sources
Sci. Technol. 30, 015013 (2020)

S. Khrapak and L. Couédel. “Dispersion relations of Yukawa fluids at weak and moderate
coupling”, Physical Review E 102, 033207 (2020)

147



11

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

M. Menati, T. Hall, B. Rasoolian, L. Couédel et al. “Experimental observation and
numerical investigation of imposed pattern formation in magnetized plasmas by a wide
wire mesh”, Plasma Sources Sci. Technol. 29, 085015 (2020)

A. Smolyakov, T. Zintel, L. Couédel, et al. “Anomalous electron transport in one-
dimensional Electron Cyclotron Drift Turbulence”, Plasma Physics Reports 46, 496 (2020)

C. Pardanaud, D. Dellasega, M. Passoni, C. Martin, P. Roubin, Y. Addab, C. Arnas,
L. Couédel et al. “Post-mortem analysis of tungsten plasma facing components in toka-
maks: Raman microscopy measurements on compact, porous oxide and nitride films and
nanoparticles”, Nucl. Fusion 60, 086004 (2020)

V Pigeon, M. Muraglia, C. Arnas, N. Claire and L. Couédel. “Evaluating the uncertainty
for a complex experiment:the case of the plasma potential measurement”, European Jour-
nal of Physics, 41, 035806 (2020)

S. Jaiswal, M. Menati, L. Couédel, et al. “Effect of growing nanoparticle on the magnetic
field induced filaments in a radio-frequency Ar/C2H2 discharge plasma”, Japanese Journal
of Applied Physics, 59 SHHCO07 (2020)

C. Arnas, A. Chami, L. Couédel, et al. “Thermal balance of tungsten monocrystalline
nanoparticles in high pressure magnetron discharges”, Phys. Plasmas 26, 053706 (2019)

L. Couédel and V. Nosenko. “Tracking and Linking of Microparticle Trajectories Dur-
ing Mode- Coupling Induced Melting in a Two-Dimensional Complex Plasma Crystal”,
Journal of Imaging, 5(3), 41 (2019)

K. Ouaras, G. Lombardi, L. Couédel, et al. “Microarcing-enhanced tungsten nano and
micro-particles formation in low pressure high-density plasma”, Phys. Plasmas 26, 023705
(2019)

L. Couédel, D. Artis, M. P. Khanal, et al. “Influence of magnetic field strength on nanopar-
ticle growth in a capacitively-coupled radio-frequency Ar/C2H2 discharge. Plasma Re-
search Express, 1(1), 015012 (2019)

L. Couédel, V.M. Nosenko, S. Zhdanov et al. “Experimental studies of two-dimensional
complex plasma crystals: waves and instabilities” Physics-Uspekhi, 62(10), 1000 (2019)

N. P. Kryuchkov, E. V. Yakovlev, E. A. Gorbunov, L. Couédel, et al. (2018). “Thermoa-
coustic Instability in Two-Dimensional Fluid Complex Plasmas”, Physical Review Letters
121, 075003 (2018)

A. Autricque, S. A. Khrapak, L. Couédel, et al. “Electron collection and thermionic
emission from a spherical dust grain in the space-charge limited regime”, Phys. Plasmas
25, 063701 (2018)

L. Couédel, V. Nosenko, M. Rubin-Zuzic, et al. “Full melting of a two-dimensional com-
plex plasma crystal triggered by localized pulsed laser heating” Physical Review E 97(4),
043206 (2018)

S.Khrapak, B. Klumov, L. Couédel “Self-diffusion in single-component Yukawa fluids”, J.
Phys. Commun. 2, 045013 (2018)

S. Mitic, S. Coussan, C. Martin,and L. Couédel “Hydro-carbon material design in a capac-
itively coupled radio-frequency discharge”, Plasma Processes and Polymers 15 1700152
(2018)

A. Autricque, N. Fedorczak, S. A. Khrapak, L. Couédel, et al. “Magnetized electron
emission from a small spherical dust grain in fusion related plasmas”, Phys. Plasmas 24,
124502 (2017)
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27.

28.

29.

30.

31.

32.

33.

34.

35.

36.

37.

38.

39.

40.

41.

42.

43.

44.

N. Ning, L. Couédel, C, Arnas, and S. Khrapak. “Computational Prediction of Rate
Constant for Reactions Involved in Al Clustering”, Journal of Physical Chemistry A, 121
(2017)

S. O. Yurchenko, E. V. Yakovlev, and L. Couédel, “Flame propagation in two-dimensional
solids: Particle- resolved studies with complex plasmas”, Physics Review E 96, 043201
(2017)

S. Khrapak, B. Klumov, and L. Couédel, “Collective modes in simple melts: Transition
from soft spheres to the hard sphere limit”, Scientific Reports 7, 7985 (2017)

C. Arnas, J. Irby, S. Celli, G. D. Temmerman, Y. Addab, L. Couédel, et, al. “Character-
ization and origin of large size dust particles produced in the Alcator C-Mod tokamak”,
Nuclear Materials and Energy, 11, 12-19 (2017)

L. Couédel, T. B. Rocker, S. K. Zhdanov, et al. “Forced mode coupling in 2D complex
plasmas”, EPL 115, 45002 (2016)

S. Barbosa, F. R. A. Onofri, L. Couédel, et al. “An introduction to light extinction
spectrometry as a diagnostic for dust particle characterisation in dusty plasmas”, J Plasma
Phys. 82, 615820403 (2016)

S. A. Khrapak, B. Klumov, L. Couédel and, H. M. Thomas, “On the long-waves dispersion
in Yukawa systems”, Phys. Plasmas 23, 023702 (2016)

W. Horton, H. Miura, O. Onishchenko, L. Couédel, et al. “Dust devil dynamics”, J.
Geophys. Res. 121, 7197-7214 (2016)

S. Barbosa, L. Couédel, C. Arnas, et al. “In-situ characterisation of the dynamics of a
growing dust particle cloud in a direct-current argon glow discharge”, J.Phys. D.: Appl.
Phys. 49, 045203 (2016)

S. A. Khrapak, I. L. Semenov, L. Couédel, et al., “Thermodynamics of Yukawa fluids near
the one-component-plasma limit”, Phys. Plasmas 22, 083706 (2015)

A. V. Ivlev, T. B. Roecker, L.. Couédel, et al., “Wave modes in shear-deformed two-
dimensional plasma crystals”, Phys. Rev. E 91, 063108 (2015)

I. Laut, C. Raeth, S. Zhdanov, V. Nosenko, L. Couédel, et al., “Synchronization of particle
motion in compressed two-dimensional plasma crystals”, Eur. Phys. Lett. 110, 65001
(2015)

S. K. Zhdanov, L. Couédel, V. Nosenko, et al., “Spontaneous pairing and cooperative
movements of micro-particles in a two dimensional plasma crystal”’, Phys. Plasmas 22,

053703 (2015)

L. Couédel, Kishor Kumar K., and C. Arnas, “Detrapping of tungsten nanoparticles in a
direct-current argon glow discharge”, Phys. Plasmas 21, 123703 (2014)

Kishor Kumar, K.;, L. Couédel, and C. Arnas, “Nanoparticles in direct-current discharges:
Growth and electrostatic coupling”, J. Plasma Phys. 80, 849-854 (2014)

T. B. Rocker, A. V. Ivlev, S. K. Zhdanov, L. Couédel and, G. E.Morfill, “Wake-induced
bending of two-dimensional plasma crystals”, Phys. Plasmas 21 , 073711 (2014).

L. Couédel, S. Zhdanov, V. Nosenko, A.V. Ivlev, H M. Thomas and, G. E. Morfill, “Syn-
chronization of particle motion induced by mode coupling in a two-dimensional plasma
crystal”, Phys. Rev. E 89, 053108 (2014).

T. B. Rocker, L. Couédel, S. K. Zhdanov, V. Nosenko,, A. V. Ivlev, H. M. Thomas and,
G. E. Morfill, “Nonlinear regime of the mode-coupling instability in 2D plasma crystals”,
Eur. Phys. Lett. 106, 45001 (2014).
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46.

47.

48.

49.

90.
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02.

93.

o4.

99.

96.

o7.

28.

29.

60.

61.

62.

S. K. Zhdanov, V. Nosenko, H. M. Thomas, G. E. Morfill, and L. Couédel, “Observation
of particle pairing in a two-dimensional plasma crystal ”, Phys. Rev. E 89, 023103 (2014)

L. Worner, A. V. Ivlev, L. Couédel, P. Huber, et al. “The effect of a direct current field
on the microparticle charge in the plasma afterglow”, Phys. Plasmas 20, 123702 (2013).

M. Pustylnik, .. Hou, A. Ivlev, L. Vasilyak, I.. Couédel, H. Thomas, G. Morfill, V. Fortov,
“High-voltage nanosecond pulses in a low-pressure radiofrequency discharge”, Phys. Rev.
E 87, 063105 (2013).

Kishor Kumar K., L. Couédel, and C. Arnas, “Growth of tungsten nanoparticles in direct-
current argon glow discharges” Phys. Plasmas 20, 043707 (2013).

C. Arnas, A. Michau, G. Lombardi, L. Couédel, L. and, Kishor Kumar K., “Effects of the
growth and the charge of carbon nanoparticles on DC discharges”, Phys. Plasmas 20,
013705 (2013).

L. Couédel, D. Samsomov, C. Durniak et al., “Three-dimensional structure of Mach cones
in monolayer complex plasma crystal”, Phys. Rev. Lett. 109, 175001 (2012).

J. D. Williams, E. Thomas Jr., L. Couédel, et al., “Kinetics of the melting front in
twodimensionalplasma crystals: Complementary analysis with the particle image and
particle tracking velocimetries”, Phys. Rev. E 86, 046401(2012).

Mikikian Maxime, Couédel Lenaic, Tessier Yves, et al., “Carousel Instability in a Capac-
itively Coupled RF Dusty Plasma”, IEEE Trans. Plasma Sci. 39, 2748 (2011)

Layden, Brett and Couédel, Lenaic and Samarian, Alexander A. and Boufendi, Laifa,
“Residual Dust Charges in a Complex Plasma Afterglow”, IEEE Trans. Plasma Sci. 39,
2764 (2011).

Tawidian, H. and Mikikian, M. and Couédel, L. and Lecas, T., “Plasma inhomogeneities
near the electrodes of a capacitively-coupled radio-frequency discharge containing dust
particles”, Eur. Phys. J. Appl. Phys. 56, 24018 (2011).

L. Couédel, S.K. Zhdanov, A.V. Ivlev, V. Nosenko, H.M. Thomas, and G.E. Morfill,
“Wave mode coupling due to plasma wakes in two-dimensional plasma crystals: In depth
view”, Phys. Plasmas 18, 083707 (2011).

R.J. Heidemann, L. Couédel, S. Zhdanov, et al., “Comprehensive experiemntal study of
heartbeat oscillations observed under microgravity conditions in the PK-3 Plus laboratory
on board the International Space Station”, Phys. Plasmas 18, 053701 (2011).

L. Couédel, M. Mikikian, A.A. Samarian, and L. Boufendi, “Self-excited void instability
during dust particle growth in a dusty plasma”, Phys. Plasmas 17, 083705 (2010).

M. Mikikian, I.. Couédel, M. Cavarroc, Y. Tessier, and L. Boufendi, “Threshold phenom-
ena in a throbbing complex plasma”, Phys. Rev. Lett. 105, 075002 (2010).

L. Couédel, V. Nosenko, S. K. Zhdanov, A. V. Ivlev, H. M. Thomas, and G. E. Mor-
fill, “Direct observation of mode-coupling instability in two-dimensional plasma crystals”,
Phys. Rev. Lett. 104, 195001 (2010).

M. Mikikian, L. Couédel, M. Cavarroc, Y. Tessier, and L. Boufendi, “Dusty plasmas:
synthesis, structure and dynamics of a dust cloud in a plasma”, Eur. Phys. J. Appl
Phys. 49, 13106 (2010).

M. Mikikian, M. Cavarroc, L. Couédel, Y.Tessier, and L. Boufendi, “Dust particles in
low pressure plasmas: formation and induced phenomena”’, Pure Appl. Chem. 82, 1273
(2010).

L. Couédel, V. Nosenko, S. K. Zhdanov, A. V. Ivlev, H. M. Thomas, and G. E. Morfill,
“First direct measurement of optical phonons in 2D plasma crystals”, Phys. Rev. Lett.
103, 215001 (2009).
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L. Couédel, A.A. Samarian, M. Mikikian and L. Boufendi, “Dust charge distribution in
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L. Couédel, A.A. Samarian, M. Mikikian and L. Boufendi, “Influecnce of the ambiploar-
to-free diffusion transition on dust particle charge in a complex plasma afterglow”, Phys.
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L. Couédel, A.A. Samarian, M. Mikikian and L. Boufendi, “Dust cloud dynamics in
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M. Mikikian, L. Couédel, M. Cavarroc, Y. Tessier and L. Boufendi, “Plasma Emission
Modifications and Instabilities Induced by the Presence of Dust Particles”, IEEE Trans.
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M. Mikikian, L. Couédel, M. Cavarroc, Y. Tessier and L. Boufendi, “Self-excited void
instability in dusty plasmas: plasma and dust cloud dynamics during the heartbeat in-
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B.1.1 Submitted articles

1.

R. Banka, K. Vermillion, L. Matthews, T. Hyde, and L. Couédel , “Evolution of Ion
Wake Characteristics with Experimental Conditions”, submitted to Plasma Physics and
Controlled Fusion (2022)

B.2 Invited Presentations

1.

L. Couédel. Nanopaprticle growth in highly magnetized chemically active plasmas. Mag-
NetUS 2022, Williamsburg, June 7-10, 2022.

L. Couédel. Influence of discharge parameters on the mode-coupling instability in two-
dimensional complex plasma crystals. Canadian Association of Physicists Division of
Plasma Physics Symposium 2022, Hamilton, June 7, 2022.

L. Couédel. Influence of discharge parameters on the mode-coupling instability in two-
dimensional complex plasma crystals. 48th European Conference on Plasma Physics,
Online, June 27-July 1 2022.

L., Couédel, V. Nosenko, M. Rubin-Zuzic, S. Zhdanov, Y. Elskens. T. Hall, and A. V.
Ivlev. Explosive Melting of A 2D Complex Plasma Crystal Triggered by Localized Laser
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Heating. 2018 Asia-Pacific Conference on Plasma and Terahertz Science, Xi’an, August
1, 2018 to August 1, 2018.

L. Couédel, V. Nosenko, S. Zhdanov, I. Laut, A. V. Ivlev, E. V. Yakovlev, A. Y. Kislov,
S. O. Yurchenko, and A. M. Lipaev. Two-dimensional plasma crystals: waves and in-
stabilities. International Conference on Phenomena in Ionized Gases (ICPIG), Estoril,
January 1, 2017 to January 1, 2017.

L. Couédel et al. “Melting induced by the mode-coupling instability in a two-dimensional
complex plasma crystal”,Communication orale invitée, ICPP 2016, Kaoshiung, Taiwan.

L. Couédel et al. "Synchronization in two-dimensional plasma crystals", Mini Symposium
on Self Organizing effects in complex (dusty) plasmas, Communication orale invitée,
Dynamics Days Europe 2015, Exeter, UK.

L. Couédel, V. Nosenko, Z. Zhdanov and A. Ivlev, H. Thomas, and G. Morfill, “Mode
coupling due to ion wakes in 2D complex plasma crystals”, Invited oral communication,
6th International Conference on the Physics of Dusty Plasmas, 15-20 May 2011, Garmisch-
Partenkirchen, Germany.

B.3 Peer-reviewed conference proceedings

1.

Rubin-Zuzic, M.; Nosenko, V.; Zhdanov, S.; Ivlev, A.; Thomas, H.; Khrapak, S. &
Couédel, L. “Single particle dynamics in a radio-frequency produced plasma sheath” AIP
Conference Proceedings 1925, 020023 (2018)

Couédel, L.; Nosenko, V.; Rubin-Zuzic, M.; Zhdanov, S. & Ivlev, A. “Laser-stimulated
melting of a two-dimensional complex plasma crystal”’, AIP Conference Proceedings 1925,
020016 (2018)

Couédel, L.; Arnas, C.; Acsente, T. & Chami, A. “Characterisation of a high-pressure
direct-current magnetron discharge used for tungsten nanoparticle production”, AIP Con-
ference Proceedings, 1925, 020020 (2018)

L. Couédel, M. Cavarroc, Y. Tessier, M. Mikikian, L.. Boufendi, A.A. Samarian, “Forma-
tion, Growth, and Behavior of Dust Particles in a Sputtering Discharge”, {-2, pp. 42-47
in WDS’06 Proceedings of Contributed Papers: Part II : Physics of Plasmas and lonized
Media

L. Couédel, A. Samarian, M. Mikikian, L. Boufendi and Cameron Cuthbert, “Dust charge
in complex plasma afertglow”, Australian Institute of Physics 17th National Congress 2006
— Brisbane, 3-8 December 2006 , Paper No. 0080

B.4 Contributed Oral Presentations

* Presentation by graduate students I supervised

1.

J. Moreno, I.. Couédel and M. Bradley. Experimental Characterization of a Plasma
Immersion Ion Implantation System. 1™ SoPlasma workshop, Marseille, Marseille,
June 14-16, 2022.

*J.H., Mun., M., Muraglia., O., Agulo., C., Arnas. and L., Couedel. (June 2022). Tm-
purity transport modelling in a magnetron discharge. 1st SoPlasma workshop, Marseille,
Marseille, June 14, 2022 to June 16, 2022.
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11.

12.

13.

14.

15.

16.

17.

*J. Vanegas, E. Dewit, C. Chamberlain, A. Choudhury, R. Golingo and L. Couédel.
Preliminary characterization of a plasma source at FUSE using a triple Langmuir probe..
Gaseous Electronics Meeting 2022, Sydney, February 14-16, 2022.

*N. Nelson, L. Couédel and C. Xiao. Design and Characterization of a Dust Dispenser
for Tungsten Dust Studies in the STOR-M tokamak. Gaseous Electronics Meeting 2022,
Sydney, February 14-16, 2022.

L. Couédel, V. Nosenko and Sergey, Zhdanov, Mode-coupling instability of two- dimen-
sional complex plasma crystals in asymmetric capacitively-coupled radio-frequency dis-
charges, 2021 Canadian Association of Physicists (CAP) Congress (virtual), June 7, 2021
to June 11, 2021.

* J. Moreno, L. Couédel, M. Bradley, and A. Khodaee, Time Resolved Characterization of
a Plasma Immersion Ion Implantation System, 2021 Canadian Association of Physicists
(CAP) Congress (virtual), June 7, 2021 to June 11, 2021.

* N. Nelson, C. Xiao, and L. Couédel, Design and Characterization of a Dust Injector
for STOR-M, 2021 Canadian Association of Physicists (CAP) Congress (virtual), June 7,
2021 to June 11, 2021.

L. Couédel, S. Barbosa, C. Arnas, F. Onofri,In-situ characterisation of the dynamics of
a growing dust particle cloud in a direct-current argon glow discharge. 43rd IOP Plasma
Physics conference, 23-26 May 2016, Sabhal Mor Ostaig, Isle of Skye, UK

L. Couédel, S. Barbosa, C. Arnas, F. Onofri, S. Khrapak, In-situ characterization of the
dynamics of a growing dust particle cloud in a direct-current argon glow discharge, GEM
2016: Gaseous Electronics Meeting, 14-17 February 2016, Geelong, Victoria, Australia

L. Couédel, S. Barbosa, C. Arnas, F. Onofri, C. Pardanaud, “Dynamics of a growing dust
particle cloud in a direct-current argon sputtering glow discharge”, CIP 2015, Communi-
cation orale, Saint Etienne, France

L. Couédel, C.-R. Du, S. Zhdanov, V. Nosenko, A. Ivlev, H. Thomas, and G.E. Mor-
fill, “Synchronisation of particle motion induced by mode coupling in a two-dimensional
plasma crystal”, Oral communication 03.307, 415 EPS Conference on Plasma Physics,
Berlin, Germany, 23-27 June 2014.

L. Couédel, V. Nosenko, Z. Zhdanov and A. Ivlev, H. Thomas, and G. Morfill, “Mode
coupling‘due to ion wakes in 2D complex plasma crystals”, Oral communication, 17th
Gaseous Electronics Meeting, Murramarang NSW, Australia, February 5-8 2012

L. Couédel, V. Nosenko, Z. Zhdanov and A. Ivlev, H. Thomas, and G. Morfill, “Out-of-
plane modes in 2D complex plasma crystals”, Oral communication, 37th EPS Conference
on Plasma Physics, 21-25 June 2010, Dublin, Treland.

L. Couédel, V. Nosenko, Z. Zhdanov and A. Ivlev, “Out-of-plane modes in 2D complex
plasma crystals”, Oral communication, 16th Gaseous Electronics Meeting, Murramarang
NSW (Australia), January 31- February 3 2010

L. Couédel, A.A. Samarian, M. Mikikian, and L. Boufendi, “Diffusion in complex (dusty)
plasma afterglow”, Oral communication , 15th Gaseous Electronics Meeting, Murrama-
rang NSW (Australia), 3-7 February 2008

L. Couédel, A.A. Samarian, M. Mikikian, L.. Boufendi, “Dependance of residual charge on
dusty plasma parameters”, Oral communication, 34th EPS Conference on Plasma Physics,
2-6 July 2007, Warsaw, Poland.

L. Couédel, M. Mikikian, Y. Tessier, L. Boufendi, A.A. Samarian, “Charge électrique
résiduelle sur des poudres a 'extinction d’un plasma poussiéreux”, 5e Conf. de la Sté
Francaise d’Electrostatique, 30-31 August 2006, Grenoble, France.
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B.5 Posters presentations

* Presentation by graduate students I supervised

1.

10.

11.

12.

13.

14.

* J. Hern MUN., L. Couedel, O. Agullo, M. Muraglia and C. Arnas, Impurity transport
modelling in a magnetron discharge, 2021 Canadian Association of Physicists (CAP)
Congress (virtual), June 7, 2021 to June 11, 2021

* A. Chang, A. Khodaee, J. Moreno, L. Couédel, and M. Bradley. “Pulsed-Target
Magnetron- Enhanced ICP Plasma System”, Canadian Association of Physicists annual
congress, Burnaby, June 2, 2019 to July 12, 2019.

* N. Nelson, C Xiao, and L. Couédel. “Effect of CT Injection on Dusty Plasma in the
STOR-M Tokamak”, Canadian Association of Physicists annual congress, Burnaby, June
2, 2019 to July 12, 2019.

L. Couédel, A. Chami, and C. Arnas. DC magnetron discharge used for nanoparti-
cle growth: comparison of particle- in-cell simulations with experimental measurements.
Canadian Association of Physicists annual congress, Burnaby, June 2, 2019 to July 12,
2019.

* J, Moreno, L, Couédel., M., Bradley. Laser-Induced Fluorescence Measurements of
Ion Implantation in Inductively Coupled Plasma PIIT Device. 13th Frontiers in Low-
Temperature Plasma Diagnostics, Bad Honnef, May 13, 2019 to May 16, 2019.

L. Couédel, A. Chami, C. Arnas. DC magnetron discharge used for nanoparticle growth:
comparison of particle- in-cell simulations with experimental measurements. 13th Fron-
tiers in Low-Temperature Plasma Diagnostics, Bad Honnef, May 13, 2019 to May 16,
2019.

Couédel, L., D., Artis., M., P. Khanal., et al. Particle growth in highly magnetized
Ar/C2H2 cc-rf discharge. International Congress on Plasma Physics (ICPP), Vancouver,
BC, June 1, 2018 to June 1, 2018.

L. Couédel, S. LeBlanc, T. Hall, U. Konopka, E. Thomas, Growth of nanoparticles in a
strongly magnetized plasma, 59th Annual Meeting of the APS Division of Plasma Physics,
October 23-27, 2017; Milwaukee, Wisconsin, USA

L. Couédel, S. Barbosa, C. Arnas, F. Onofri, C. Pardanaud, “Dynamics of a growing dust
particle cloud in a direct-current argon sputtering glow discharge”, FLTPD XI, 2015,
Poster, Porquerolles, France

L. Couédel, S. Barbosa, C. Arnas, F. Onofri, C. Pardanaud, “Dynamics of a growing dust
particle cloud in a direct-current argon sputtering glow discharge”, ICPIG 2015, Poster,
Tasi, Roumanie

L. Couédel, S. Barbosa, Kishor Kumar K., C. Arnas and, F. Onofri, “Optical investigations
of tungsten dust particles in a DC glow discharge”, P5.122, 415 EPS Conference on Plasma
Physics, Berlin, Germany, 23-27 June 2014.

L. Couédel, Kishor Kumar K., and C. Arnas, “Growth of tungsten nanoparticles in direct-
current argon glow discharges”, P2.308, 40" EPS Conference on Plasma Physics, Espoo,
Finland, 1—5 July 2013.

L. Couédel, C. Arnas, K. Kishor Kumar and B. Pégourié, “Tungsten erosion and dust
formation in plasmas”, Poster A174, 14th International Conference on Plasma-Facing
Materials and Components for Fusion Applications, 13-17 May 2013, Jiilich, Germany

L. Couédel, Kishor Kumar K., and C. Arnas, “Formation and growth of tungsten nanopar-
ticles in a low pressure argon discharge”, P5.139, 39" EPS Conference & 16" Int. Congress
on Plasma Physics, Stockholm, Sweden, 2 - 6 July 2012.
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27.

Samarian, AA; Boufendi, L; Couédel, L, et al., “Afterglow complex plasma”, 5th In-
terantional Conference on Physics of Dusty Plasmas, MAY 18-23, 2008 Ponta Delgada
PORTUGAL, MULTTIFACETS OF DUSTY PLASMA Volume: 1041 Pages: 37-40 (2008)

Couédel, L; Samarian, AA; Mikikian, M, et al., “Influence of plasma diffusion losses on
dust charge relaxation in discharge afterglow”, 5th Interantional Conference on Physics
of Dusty Plasmas, MAY 18-23, 2008 Ponta Delgada PORTUGAL, MULTIFACETS OF
DUSTY PLASMA Volume: 1041 Pages: 183-184 (2008)

Couédel, L; Samarian, AA; Mikikian, M, et al., “Dust density influence on complex
plasma decay”, 5th Interantional Conference on Physics of Dusty Plasmas, MAY 18-
23, 2008 Ponta Delgada PORTUGAL, MULTIFACETS OF DUSTY PLASMA Volume:
1041 Pages: 185-186 (2008)

Churton, B; Couédel, L; Samarian, AA, et al., “Dust growth by RF sputtering”, 5th
Interantional Conference on Physics of Dusty Plasmas, MAY 18-23, 2008 Ponta Delgada
PORTUGAL, MULTIFACETS OF DUSTY PLASMA Volume: 1041 Pages: 187-188
(2008)

Layden, B; Couédel, L; Samarian, AA, et al., “Dust cloud dynamics in complex plasma
afterglow”, bth Interantional Conference on Physics of Dusty Plasmas, MAY 18-23, 2008
Ponta Delgada PORTUGAL,MULTIFACETS OF DUSTY PLASMA Volume: 1041 Pages:
189-190 (2008)

L. Couédel, A. Mezeghrane, B. W. James, M. Mikikian, A. A. Samarian, M. Cavarroc,
Y. Tessier and L. Boufendi, “Plasma decays in dusty afterglow”, 34th EPS Conference
on Plasma Phys. Warsaw, 2 - 6 July 2007 ECA Vol.31F, P-2.068 (2007) ISBN: 978-83-
926290-0-9

L. Couédel, A. Mezeghrane, M. Mikikian, A. A. Samarian, M. Cavarroc, Y. Tessier and L.
Boufendi, “Complex plasma afterglow”, 34th EPS Conference on Plasma Phys. Warsaw,
2 - 6 July 2007 ECA Vol.31F, P-2.122 (2007) ISBN: 978-83-926290-0-9

A. Mezeghrane, L. Couédel, G. Wattieaux, M. Mikikian, O. Lamrous, Y. Tessier, L.
Boufendi, “Dust particle synthesis in N2 — CH4 gas mixture capacitively coupled radiofre-
quency discharge”, 34th EPS Conference on Plasma Phys. Warsaw, 2 - 6 July 2007 ECA
Vol.31F, 0-3.006 (2007) ISBN: 978-83-926290-0-9

L. Couédel, M. Mikikian, A. A. Samarian, L. Boufendi, “Dependance of dust residual
charge on plasma parameters”, 34th EPS Conference on Plasma Phys. Warsaw, 2 - 6 July
2007 ECA Vol.31F, O-5.008 (2007) ISBN: 978-83-926290-0-9

A. Mezeghrane, L. Couédel, G. Wattieaux, M. Mikikian, O. Lamrous, Y. Tessier, L.
Boufendi, “Study of hydrocarbon dust particle formation in Ar-CH4 radiofrequency low
pressure discharge”, 34th EPS Conference on Plasma Phys. Warsaw, 2 - 6 July 2007 ECA
Vol.31F, P-5.047 (2007) ISBN: 978-83-926290-0-9

M. Mikikian, L. Couédel, M. Cavarroc, Y. Tessier, L. Boufendi, “Dusty Plasma Dynamics
During a Void Instability: Heartbeat Instability”, 34th EPS Conference on Plasma Phys.
Warsaw, 2 - 6 July 2007 ECA Vol.31F, P-5.053 (2007) ISBN: 978-83-926290-0-9

L. Couédel, M. Mikikian, Y. Tessier, L.. Boufendi, A. A. Samarian , “Residual electric
charges on dust grains at plasma extinction”, 33rd EPS Conference on Plasma Phys.
Rome, 19 - 23 June 2006 ECA Vol.301, P-4.042 (2006) ISBN: 2-914771-40-1

M. Cavarroc, M. Mikikian, L.. Couédel, L. Boufendi, “Formation of single-crystal silicon
nanoparticles at very low gas temperature in a rf silane-based discharge”, 33rd EPS Con-
ference on Plasma Phys. Rome, 19 - 23 June 2006 ECA Vol.30I, P-4.043 (2006) ISBN:
2-914771-40-1
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29.

30.

31.

32.

33.

. L. Couédel, M. Mikikian, .. Boufendi and A.A. Samarian, “Residual dust charges in an
afterglow plasma”, 13th International Congress on Plasma Physics, Kiev (Ukraine), May
22-26, 2006

L. Couédel, M. Mikikian, Y. Tessier, L. Boufendi, A. A. Samarian, “Charges résiduelles
sur des poudres a l’extinction d’un plasma”, IX congrés de la division plasmas de la société
francaise de physique, 2-5 mai 2006, Pont-a-Mousson (France)

M. Mikikian, M. Cavarroc, L. Couédel, Y. Tessier, L. Boufendi, “Instabilités dans les
plasmas: formation de poussiéres”, IX congrés de la division plasmas de la société francaise
de physique, 2-5 mai 2006, Pont-a-Mousson (France)

A. A. Samarian, S. V. Vladimirov, T. Olshansky, L. Couédel, and B. W. James, “Wake
Pairing of Dust Particles” ; AIP Conf. Proc. 799, 557 (2005) ISBN: 0-7354-0287-6

L. Couédel and A. A. Samarian, “Particle charges determination for two vertically aligned
dust particles in a complex plasma”, ATP Conf. Proc. 799, 549 (2005) ISBN: 0-7354-0287-
6

B. W. James, A. A. Samarian, W. Tsang, and L. Couédel, “Measurements of Electric
Field And Dust Charge in A Plasma Sheath”, AIP Conf. Proc. 799, 545 (2005) ISBN:
0-7354-0287-6

B.6 Seminars and workshops

1

10.

. L. Couédel, “Two-dimensional plasma crystals: waves and instabilities", Invited seminar.
University of Illinois, September 2020

. L. Couédel, “Etudes expérimentales des cristaux coulombiens: ondes et instabilités”, In-
vited seminar, Université de Montreal, January 2020

L. Couédel, “Experimental studies of two-dimensional complex plasma crystals: waves
and instabilities”, Invited seminar, University of Manitoba, September 2019

L. Couédel, Experimental studies of two-dimensional complex plasma crystals: waves and
instabilities. Invited seminar,University of Winnipeg, September 2019

L. Couédel, “Two-dimensional plasma crystals: waves and instabilities", Invited seminar.
University of Alberta, June 2019

L. Couédel and C. Arnas, “Growth of tungsten nanoparticles in direct-current argon glow
discharges”, Workshop : Turbulence, Transport and Structures in Magnetized Plasmas,
IMERA, Marseille, 3-6 june 2013

L. Couédel, “Direct Measurement of Optical Phonons in Plasma Crystals”, Workshop on
Current Topics in Plasma Physics and Space Science of Societal Importance, IMERA,
Marseille, 24-25 january 2013

L. Couédel, M. Mikikian, R. Heidemann et al., “Void instabilities and void oscillations in
complex plasmas”, Oral communication, 11h Workshop on Fine Particle Plasmas, NIFS,
Toki, Japan, 19-20 November 2010

L. Couédel, V. Nosenko, Z. Zhdanov and A. Ivlev, “First Direct measurement of optical
phonons in 2D plasma crystals”, Oral communication, 10th Workshop on Fine Particle
Plasmas, NIFS, Toki, Japan, 26-27 November 2009

L. Couédel, B. Layden, B.W. James and A.A. Samarian, “Electron temperature measure-
ment in a complex plasma”, Oral communication, 8th Australia-Japan plasma diagnostics
workshop, Australia, 2-5 February 2009
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11. L. Couédel, A. Mezeghrane, B. W. James, M. Mikikian, A. A. Samarian, M. Cavarroc,
Y. Tessier and L. Boufendi, “Plasma decays in dusty afterglow”, Poster, 9th International
Workshop on the Interrelationship between Plasma Experiments in Laboratory and Space,
5th-10th August 2007 - Palm Cove Resort, Cairns (Australia)

12. L. Couédel, M. Mikikian, Y. Tessier, L. Boufendi, A.A. Samarian, “Charge électrique
résiduelle sur des poudres a lextinction d’un plasma poussiéreux”, GDR Microgravity,
4-6 December 2006, Frejus, France.
B.7 Science outreach

1. L. Couédel, "Physique des plasmas: recherches fondamentales et applications", Public
lecture, Association Francophone pour le Savoir, March 2019
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